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ABSTRACT

It is hard to overstate the social, economic, and national importance of governing risks
that arise from digital technologies. The use of digital devices encompasses half of the world’s
population, and digital practices are deployed across all industrial sectors, in every dimension
of the production process. On the one hand, digital technologies enable unprecedented
computation powers, global information flows, essential services, and growth of innovations.
On the other hand, the emergence of risks and vulnerabilities that threaten the integrity,

confidentiality, and availability of digital systems is incident to reliance on digital technologies.

Regardless of policymakers’ attempts to mitigate cyber risks, the number of
cybersecurity incidents is on the rise. Criminals exploit cyberspace for profit, intellectual
property is regularly stolen, and national infrastructures are targeted. In addition, the
proliferation of digital technologies jeopardizes privacy. The massive flows of information ease
the unauthorized collection, processing, and usage of personal information by commercial and
state actors. Since privacy is an enabler of other rights, such threats gnaw at other fundamental
values such as anonymity, liberty, and freedom of speech.

Public policy research has barely addressed these policy problems. Empirical
understanding of how these policies are organized and change over time is wanting; we do not
know who the influential actors in those policy processes are, and what drives policy changes.
Scholars who do study these problems only address specific policies in certain time frames,
and do not employ a policy regime perspective to consider how the interplay of ideas, interests,
and institutional arrangements shape cybersecurity and privacy governance. The regime lens is
especially appealing for these problems because policymaking in that terrain is often
fragmented and disjointed, taking place in multiple levels of governance.

This dissertation aims to bridge this gap by asking how and why the governance of
cybersecurity and privacy develops over time and across sectors in the US and EU? The goals
of this research are first, to handle difficult-to-capture dependent variables on the development
of policy regimes for cybersecurity and privacy in two central political systems. Second, to
identify the micro-mechanisms that lead to certain policy outcomes across political systems.
Third, to generate new research questions based on the captured variables to explain
contemporary governance arrangements in the age of continuous technological progress. The
three papers study how these policy regimes were constructed, examine the actors, measures,

and developments in time, and investigate what leads to policy change across contexts.



The first paper, entitled complementaries and contradictions: national security and
privacy risks in U.S. federal policy [1968-2018] (Sivan-Sevilla, Policy & Internet, 2018)
explores how the U.S. balances between national security and privacy in light of advancements
in digital technologies in the past five decades. The paper analyzes (N=63) federal policies
across three policy arenas based on a novel analytical framework, to determine how and why
policy processes harm, compromise, or complement privacy and national security. The results
of this study demonstrate how privacy has been eroded for the sake of national security,
stressing the importance of different policy arenas, the characteristics of the policy process,

and the variety of actors involved to the construction of national security and privacy dynamics.

The second paper, entitled Framing and Governing Cyber Risks: Comparative
Analysis of U.S. Federal Policies [1996-2018] (approved for publication at The Journal of
Risk Research), analyzes how U.S. federal cybersecurity policies frame cyber risks and
consequently construct risk governance frameworks. Based on a systematic text analysis and a
novel typology, this paper scrutinizes thirty federal policies from the past two decades from
which (N=463) key sentences were coded. The paper finds that cyber risk governance
frameworks vary across sectors and over time. It also reveals how policy outputs are loosely
connected to policymakers’ alarming framing of the problem, and are based on decision-

making structures that were institutionalized early on.

The third paper, entitled EU publicization of private certifiers for cybersecurity:
explaining public-private interactions through the context of institutional change (under
review at the Journal of Public Policy), studies a rather unexplored interaction between public
and private authorities in EU’s cybersecurity governance arrangements. The study features a
comparative analysis of the institutional frameworks for cybersecurity certification in the past
two decades based on policy documents (N=40) and interviews (N=18), to reveal how and why
private certification bodies were elevated and controlled by public authorities. The results of
this study reveal political conflicts between EU and Member States in this arena and question

the dichotomous portrayal of the shift from government to governance.

Altogether, the three papers illuminate the patchy nature and the political context of the
development of policy regimes for cybersecurity and privacy. The papers demonstrate alarming
contextual patterns of privacy erosion in favor of national security, stagnation of policy
development despite the dynamic landscape of cyber threats, and the significance of old
institutional patterns when it comes to the implementation of new policy solutions. This creates

an important connection between public policy research and technological progress.
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INTRODUCTION

Our world has been reorganized by the information revolution. Microscopic
semiconductors have given billions of people information processing power that was literally
unimaginable a century earlier, and networked connections have linked those billions to one
another via nearly instant and global communications. This made digital technologies central
to daily life, economic vitality, personal welfare, and national security, as nearly half of the
world's population is already connected (Nye, 2017). But while the pervasiveness of
cyberspace is consistently rising (Choucri, 2012), the spread of digital technologies has been
accompanied by expansions of risks, vulnerabilities and uncertainties that threat the security of

cyber-based systems and the privacy of connected individuals (Warner, 2012; OECD, 2015).

Despite efforts and investments by policymakers in an attempt to mitigate these risks,
cyber incidents are on the rise. Criminals efficiently exploit cyberspace for profit, intellectual
property is regularly stolen, and national infrastructures are targeted. Since 2005, we have been
witnessing a rise in the quantity and quality of data breaches. More than 4,500 breaches have
been made public and more than 816 million individual records were stolen (De Groot, 2019).
In addition, there is a constant increase in the number of incidents reported by US federal
agencies - from a few thousands in 2006 to almost eighty thousand in 2015 (GAO, 2017). Some
of the major breaches and incidents include the 2013 Target breach with data of more than 110
million data records stolen (Myers, 2018), the 2015 hack to a Ukrainian power station that left
nearly a quarter of a million residents in the dark (Zetter, 2016), the 2017 cyber-attacks that
struck more than 40 British hospitals (Woollaston, 2017), the 2017 data breach in Equifax that
resulted in data loss of more than 143 million Americans (FTC, 2017), and the 2018 hack to
Marriot International with 500 million customers losing their data (O’Flaherty, 2019).

In addition to risks from malicious actors, the proliferation of digital technologies led
to threats on individuals’ privacy from state and commercial entities. Individuals lost their
ability to control how their personal information is collected, accessed, and used, often without
their knowledge. The progress in computer processing, networking, and storage capacities
removed most technical barriers to information collection. Instead of hand-picking their
surveillance targets, governments can easily spy on large portions of the population on a regular
basis, and commercial actors can tailor their campaigns based on accurate profiling techniques.

By integrating distinct pieces of information, capable actors can reveal one’s intimate habits,



interests, concerns, and passions (Granick, 2017; Solove, 2011). This intensive information
collection creates forms of social control and disempowers individuals. Moreover, such privacy
losses lead to an erosion of other values like anonymity, liberty, and freedom of speech and
association (Raab, 2014; Solove, 2011; Waldron, 2003).

Thus, the promise of digital technologies comes with risks to the availability and
integrity of essential economic and national infrastructures and to fundamental social values.
These risks have increasingly occupied policymakers across nations (OECD, 2012), but
surprisingly, policy scholars have devoted only little attention to study these policy problems.
We lack an empirical understanding of how these policies are organized and alter over time,
who are the influential actors in those policy processes, what are the drivers for policy changes
in these policy spaces, and what can be learned about public policy from studying these policy
problems. Scholars who do study these problems only address specific policies during certain
time frames, without employing a policy regime perspective to consider how the interplay of

ideas, interests, and institutional arrangements shape cybersecurity and privacy governance.

Moreover, the cybersecurity and privacy policy spaces, that were selected for analysis
in this dissertation, are interesting policy areas not only due to the scarcity of works on these
issues in the public policy literature, but also because of the characteristics of these policy
spaces, that allows to generalize the findings to other policy domains. Specifically, findings
are likely to ‘travel’ to other policy spaces that are fragmented, patchy, and operate in a
multi-level nature with a variety of government agencies and institutional structures involved
over time. Also, findings can be generalizable to policy spaces that are close to state’s power
and sovereignty (Genschel and Jachtenfuchs, 2013), or experience a continuous technological

change as a significant policy context over time.

Prior to in-depth analysis of how public policies address privacy, cybersecurity, and
national security implications of digital technologies, it is important to provide conceptual
clarifications for each of these terms: Privacy risks refer to risks to the control and knowledge
that individuals have over collection, processing, and other uses of their personal information
(Fried, 1968; Laudon, 1996; Lesig, 1999; Rachels, 1975; Westin, 1967). Such risks undermine
the levels of autonomy, dignity, and self-determination that individuals can enjoy (Benn, 1971,
Fried, 1968, Gavison, 1980; Rachels, 1975). Cybersecurity risks address the confidentiality,
integrity, and availability of digital infrastructures and their associated information (Dunn
Cavelty, 2010). These risks directly address vulnerabilities in digital infrastructures and their



implications. National Security risks are defined as risks to the nation which originate in foreign
states or within the nation’s border (Diffie & Landau, 2007). It is perceived in the dissertation
as a form of collective security (Waldron, 2006) and can relate to almost any security issue,
including cyber-related issues, that is understood as a form of severe crime that threatens the

whole nation (Solove, 2011).

This dissertation aims to fulfill gaps in the public policy literature on cybersecurity and
privacy risk governance by adhering to Hood’s et al. (2001) and May & Jochim’s (2013)
conceptualizations of a policy regime, to capture the overall way cybersecurity and privacy
risks are governed in two central political systems — the US and the EU. The focus of this
dissertation on these two central polities stems from the fact that these are the main arenas for
promoting public policy over issues of cybersecurity and privacy. The Privacy Act was enacted
in the US already in 1974, and cybersecurity issues were addressed by federal policymakers as
early as 1972 through the Brooks Act. In the EU, privacy is a fundamental right (e.g. Whitman,
2004) that is regulated since 1995 at the EU level (95/48/EC), and cybersecurity is promoted
by the Union since 1992 (EU Council Decision 92/242/EEC). Ever since, these polities have
produced public policies to promote cybersecurity and privacy governance, leading the world
in addressing these issues. Beyond the rich seam of cybersecurity and privacy policies in these
polities, studying these cases would allow both an understanding of the politics behind the
design of investigated policy regimes, and also the generalization of findings to additional
national contexts. Since these policy domains are heavily influenced by the context of
technological change, the closeness to state’s sovereignty issues, and introduce complex
institutional structures that represent commercial, individual, and security-oriented
stakeholders, other nations are likely to experience similar dynamics and policy patterns when
wrestling with the same global cybersecurity and privacy risks.

In terms of data collection, the policy regime approach enables a backward mapping of
governing arrangements for a given policy problem while shedding light on the link between
politics of the policy process and policy outcomes (May and Jochim, 2013). It considers
institutional structures, rules, and actors that are associated with governing specific problems
(Hood et al., 2001), and helps to illuminate the multiple dimensions of how a given problem is
addressed over time. While this approach has been fruitful for studying changes in other policy

domains such as welfare, employment, and pensions (Gosta Esping-Andersen, 1990;



Jacobsson, 2004; Béland and Shinkawa, 2007), it was yet to be used in studying the somewhat

terra incognita of policy problems related to cyber insecurity and threats on privacy.

Policymaking in the cybersecurity and privacy landscape is often fragmented and
disjointed, taking place in multiple levels of governance, historically developed in different
points in time, with a variety of government agencies involved, and in a variety of policy
contexts. The regime lens addresses these analytical challenges and allows an understanding
of the temporal variance in the different components that have jointly governed cybersecurity

and privacy risks within national contexts.

Current gaps in the empirical and theoretical understanding of cybersecurity and
privacy governance are alarming. Continuous reporting on significant cyber breaches erodes
the trust in digital technologies and threatens the well-being of societies. Moreover, significant
privacy infringements by the U.S. intelligence community (Macaskill and Dance, 2013) and
privacy scandals by powerful private monopolies (Wong, 2019) emphasize the urgency to
better understand policy development and drivers for policy change in light of increased state

and commercial capacities to collect personal information.

Therefore, the main goal of this doctoral project is to fulfill the empirical and theoretical
gaps in the public policy literature with respect to cybersecurity and privacy governance. By
adopting a policy regime perspective, this dissertation aims to first handle difficult-to-capture
dependent variables and analyze how policy regimes for cybersecurity and privacy have
developed in the past decades in two central political systems. Second, identify the micro-
mechanisms that lead to certain policy outcomes in certain points in time and advance theory
of policy change. And third, generate new research questions based on the dependent and
independent variables captured in this dissertation to further develop public policy theories
based on under-studied policy domains to advance the study of contemporary governance

frameworks in the era of continuous technological change.

The main driving force behind this project is to assess how security, well-being, and
fundamental rights in society are preserved in the age of digital technologies. As the first
generation to become ‘all-digital,’ these policy systems are likely to design the ways risks from
technology will be governed in the future, and it is crucial for us to understand how and why
policymakers decide on these issues and construct the ways that risks from digital technologies

are governed.



The dissertation consists of three separate papers that embrace a policy regime approach
and study cybersecurity and privacy governance over time in the US and EU. The first paper
explores how the U.S. balances between national security and privacy over five decades of
advancements in digital technologies. Based on a novel analytical framework, this paper
qualitatively analyzes (N=63) federal policies across three policy arenas to determine how
policy processes harm, compromise, or complement privacy and national security. The second
paper studies how U.S. federal cybersecurity policies frame cyber risks and consequently
construct risk governance frameworks. Based on a systematic text analysis and a novel
typology, this paper analyzes thirty federal policies from the past two decades from which
(N=463) key sentences had been singled out and then coded to ten risk governance categories.
It tracks and explains variance across sectors and over time in the way the U.S. government
has responded to cyber threats as well as the link between cyber risk framings and policy
outputs. The third paper examines a rather unexplored interaction between public and private
authorities demonstrated by EU’s cybersecurity governance arrangements. Based on a process-
tracing analysis of the institutional frameworks for cybersecurity certification in the past two
decades by using policy documents (N=40) and interviews (N=18), this paper reveals how and
why private certification bodies became elevated and controlled by public authorities,

questioning the dichotomous portrayal of the shift from government to governance.

In the following sections, | present the conceptualization of the policy regime
perspective and its promise for analyzing the cybersecurity and privacy policies spaces,
elaborate on the empirical approach that was used across the three dissertation papers, and

overview the three papers including the gaps they fulfill in the current literature.

A policy regime perspective to study policy problems

Policymaking is a political enterprise whereby policies are shaped in an attempt to
govern policy problems. Still, the role of policies as governing instruments driven by political
factors is hard to capture, especially for complex policy problems that are governed by a
patchwork of laws and regulations, transpiring in frameworks that develop over time or across
sectors, through the involvement of various government agencies, and by the usage of different

institutional structures.



Through the policy regime lens that had initially emerged in the field of international
relations (Martin and Simmons, 1998), and was later on conceptualized by May and Jochim
(2013) as the overall governing arrangements for addressing policy problems, we can construct
a conceptual map that considers all the individual components composing the governance over
a policy problem over time. Rather than starting with a policy measure, the unit of analysis is
a policy problem for which the combinations of multiple laws, rules, and administrative actions
give rise to relevant governance arrangements. These usually include authoritative components
such as executive orders and presidential directives in the US, or directives and regulations
when it comes to the EU. The breadth of a policy regime is determined by the boundaries that
circumscribe the analyzed policy problem. The regime perspective can apply to different levels
of international, national, and private governance arrangements, and policy regimes can be

narrowly or broadly constructed.

The added value of the regime lens approach to the cybersecurity and privacy policy
spaces is both descriptive and analytical. It paves the way for a backward mapping of
governance arrangements for a given policy problem and highlights how the politics of the
policy process are constructed to design specific policy outcomes by taking into account the
institutional arrangements, interests alignments, and shared ideas in regard to a certain policy

problem over time.

Other possible analytical frameworks such as the ‘Agenda-Setting’ framework
(Kingdon, 1984; Howlett and Ramesh, 2003), or the ‘Advocacy Coalition Framework’
(Sabatier, 1988; Fischer, 2014) are less suitable for analyzing the cybersecurity and privacy
policy spaces. First, the ‘Agenda Setting’ framework, is focused on understanding how issues
reach the agenda and become debated by policymakers. This framework highlights the varying
conditions for introducing new issues to the policymaking agenda, and therefore restricts our
understanding to specific independent variables that influence the introduction of privacy and
cybersecurity issues to the agenda. These can include focusing events such as 9/11, or the
growing threat landscape from digital technologies. This framework also highlights the
importance of political conditions for introducing issues to the agenda (Kingdon, 1984). These
can be the establishment of new government agencies, political coalitions from left and right
that are formed after certain public outcries, or energetic ‘policy entrepreneurs’ that constantly
push for policy change in the investigated policy spaces. While the examination of these
independent variables is important and can be fruitful for analyzing the cybersecurity and



privacy policy spaces, the ‘Agenda Setting’ framework mostly ignores the content of the
proposed policies and the different ways these policies mediate between values or govern risks
from digital technologies. In contrast, the Policy Regime framework allows to take all this into
consideration. It allows for the account of both policy content and context in the process of
policy regime building. Also, in the cybersecurity and privacy policy spaces, many of the policy
measures were introduced over time, with a variety of actors involved, and no single policy
entrepreneur to follow. This stresses the significance of temporal variance in these policy
spaces, which can only loosely be explained by studying micro dynamics around every policy
event as suggested by the ‘Agenda-Setting” framework. The Policy Regime perspective does
highlight important drivers and contexts for the introduction of new policies but allows to study
them as components in a broader effort to govern cybersecurity and privacy risks, and thus,
advance our understanding on the drivers for the policy structures that were created to govern

these policy problems.

Another competing framework is the ‘Advocacy Coalition Framework’ that suggests
that policy change is the consequence of changes in advocacy coalition structures within policy
subsystems (Sabatier, 1988; Fischer, 2014). Such coalition change occurs because of individual
actors’ belief changes and actors seek to translate these beliefs into policies through
coordinated action within advocacy coalitions (Weibe et al., 2011). Exogenous factors are
specifically identified as important factors for belief change, and this analytical framework is
focused on defining and describing coalitions constellations at a given point in time. Whereas
this framework is useful for understanding the different groups that advance policy change in
the cybersecurity and privacy policy spaces, and especially would allow a differentiation
between different types of commercial interests that influence these policy spaces, it would
only capture certain parts of drivers for change in these spaces. In contrast, the Policy Regime
perspective would allow a broader understanding of the change in the content of these policies
as well as changing roles of certain policy actors and coalition groups over policy issues over
time. While changes in coalition groups seem important for the policy spaces under study, they
uncover only parts of the temporal and sectoral variance that is observed. Other independent
variables such as institutional settings and structures, or the capturing of intriguing dependent
variables based on changes in policy content in these policy spaces, cannot be fully observed

by using the Advocacy Coalition Framework.



Moreover, the policy regime perspective was already successfully embraced by policy
scholars who study welfare, employment, pensions, and so forth. For instance, Gosta Esping-
Andersen (1990) traced the development of policy regimes of welfare state arrangements in
several nations. Conceptualized three different types of regimes based on their policy content,
he was able to discover new explanatory factors to different types of welfare states. In addition,
Jacobsson (2004) studied the development of employment policies in the EU. He traced three
decades of soft employment policies to realize how a soft system of governance is designed at
the EU level and can transform practices in Member States. Another example is Béland and
Shinkawa’s (2007) comparative study on pension policies in four nations. These scholars were
able to characterize national pension regimes and bring several theories together to explain
variance in these regimes through historical institutional arrangements, shared ideas, and
interest groups’ influence. The embracement of the Policy Regime framework by these scholars
allowed them to devote their attention to changes in the content of policies over the studied
policy problems, recognize unexplored dependent variables, while also tracing causes for
policy change that are connected to the structure of the designed policy regimes and the
contextual factors of policy regime building.

Thus, in each of these examples, the policy regime perspective captured new dependent
variables based on national or temporal variance in newly characterized policy regimes. In
addition, the regime perspective led to the discovery of independent variables to account for
such variance and unravel the drivers and influential actors that are associated with the
development of each regime. This has been conducive to theory by explaining how the politics

of the policy process yield varying policy outcomes within and across policy regimes.

Therefore, | argue that the policy scholarship can benefit from applying a regime
perspective to cybersecurity and privacy governance. It provides new insights for studying
policy development and understanding the governing role of policies. While applying the
perspective itself does not provide explanatory power, it helps highlight the realities of how
policymakers address policy problems and what are the political dynamics these realities
engender. It emphasizes the constellation of political and institutional forces operating in the
case of a certain problem, identifying possible explanatory factors and micro mechanisms
underlying policy outcomes within a policy regime. It complements policy theories by allowing
us to consider how they operate on specific problems and through political processes, thereby
advancing the understanding of the politics of policy regime construction.



The empirical approach for studying variance in policy regimes

In order to properly capture the different components of a policy regime
methodologically, there is a need to conduct a backward mapping of the governing
arrangements and have a firm understanding of the issues and relevant policies that govern a
given problem (May and Jochim, 2013). Acknowledging the relevant interests and different
stakeholders’ positions in a policy regime requires a close reading of the relevant debates at
the time of policy enactment while considering how given policies affect different interest
groups and are influenced by institutional structures and certain paradigms.

Thus, to empirically understand how public policies govern cybersecurity and privacy-
related problems in the US and EU over time, | chose to use the (1) process-tracing

methodology for the first and third chapters, and (2) a systemic inductive and deductive text

analysis for the second chapter.

The process-tracing analysis methodology is defined as ‘the analysis of evidence on
processes, sequences, and conjunctures of events within a case for the purposes of either
developing or testing hypotheses about causal mechanisms that might causally explain the
case.” (Bennet and Checkel, 2015, p.7). This methodology was chosen because of its qualities
as a within-case analysis methodology for studying cases for the first time (Bennet and
Checkel, 2015) and its ability to tackle the ‘dependent variable problem’ in policy studies (Kay
and Baker, 2015): Addressing policy as variables displays various spatial, temporal, and
complexity characteristics that make it difficult to trace causally. A policy change can occur
across a nested hierarchy of layers, levels, or orders of abstraction. Mechanisms underpinning
policy change can thereby operate at the micro (individual behavior), meso (the actions of
policy communities and networks), and macro (institutional or social systems that structure
political interaction) levels — all three levels can be important in determining or constituting a
given policy process. A careful implementation of the process tracing methodology allows to
capture that and uncover new dependent variables while how certain independent variables

interact with them.

The methodology had enabled me to develop an in-depth understanding of elements of
cybersecurity and privacy policy regimes that are part of a pattern of meanings within the cases
under study. | was able to reveal elements of the policy process such as the levels of

transparency or the framing of issues through technological contexts within US policy systems



in the first chapter, as well as the significant influence of European Member States in the
cybersecurity certification regime and EU’s supranational aspirations for policy change in the
third chapter. These findings may be otherwise overlooked because identifying common
themes across cases in cross-case analysis may dilute the findings of individual cases. The
methodology was also helpful in capturing the structure of the policy regimes under study. This
can lead other researchers to new insights that determine the later analysis of other cases, or

provoke new questions (Bennet and Checkel, 2015).

Since this dissertation aimed to comprehensively study these policy spaces in US and
EU national contexts for the first time, this methodology was the most appropriate one to
appreciate the uniqueness of each case and enabled me to be thoroughly immersed in the data
within each context, fostering the emergence of the unique attributes and patterns in each case,
before a possible next step of attempting to locate general patterns and themes that exist in

parallel domains in the literature.

In practice, the process tracing methodology allowed to advance typology development,
hypothesis generation, and theory building around the cases of cybersecurity and privacy
governance, with no clear prior theory to derive research expectations from (Bennet and
Checkel, 2015). Such portrayals of the cases under study were necessary as a data reduction
strategy to deal with the daunting amount of data that case studies had generated. It was also a
useful way of organizing the data that allowed for conclusions to be drawn in ways that might
be appealing for other policy spaces or in different national contexts. The methodology led to
research outcomes that directly address the dissertation’s goals. It allowed to identify
commonalities and differences in the case data, capture new dependent variables, explain the

mechanisms behind them, and generate new research questions.

I had collected all the relevant policy documents and mapped the actors, interest groups,
institutional structures, and shared ideas to trace their development over time in the US and EU
cybersecurity and privacy policy spaces. In the first chapter, for capturing the US policy regime
that governs the relationships between national security and privacy over time, | analyzed three
sub-regimes of information collection: for criminal investigations, foreign intelligence
gathering, and cybersecurity protections for vital information systems. These regimes evolved
in tandem with the expansion of digital technologies over the last five decades, constructing

plural types of relationships between privacy and national security.
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To measure how these policies address privacy risks over time, the first chapter adopted
a working definition for privacy according to certain conceptualizations of a privacy harm.
Privacy harms in this paper are understood as actions that undermine individual’s autonomy,
dignity, and self-determination, by threatening individuals’ ability to control how their personal
information is collected, accessed, and used, often without their knowledge. The paper gathers
that such threats increase when privacy oversight and scrutiny procedures for information
collection are relaxed by policymakers. Thus, instead of understanding privacy in terms of
noninterference in individuals’ private space (Warren & Brandies, 1890), the paper adopts a
definition of privacy as control and knowledge individuals have over collections, processing,
and other uses of their personal information and therefore study policies that either protect or
relax oversight over such practices. Thus, it attaches privacy harms to personal information,
and not necessarily limits it to personal space, in order to grasp a broad understanding of how

privacy is protected or abused by policymakers through public policies.

An original data set was created, featuring policy events (N=63) from the years 1968—
2018 that delineate the three sub-regimes under study. Each policy event was classified into
one of three possible categories according to its effect on the relationships between privacy and
national security. These categories include: (i) detriment to privacy for the sake of national
security; (ii) creating a compromise between the two; or (iii) advancing complementary
relationships that enhance both. Then, I was able to recognize the dependent variable of this
research and explain variance in privacy and national security dynamics over time and across
policy arenas based on characteristics of the policy process, commercial interests, and leading

actors in each sub-regime.

Specifically, three of the four examined policy characteristics in these policy processes
were chosen according to the literature on the appropriate norms for administrative law (Haque,
2001; Benish and Levi-Faur, 2012) and include the openness and transparency of the process,
the involvement of commercial interest in the policy process, equal representation of the
different stakeholders in the process. | also borrowed from the literature on agenda-setting to
study the context in which those policies were introduced (Kingdon, 1984; Howlett and
Ramesh, 2003).

Process-tracing was also used for the third chapter, to capture the EU certification
policy regime that governs the policy problem of cyber risks in connected devices and supply

chain processes. | traced how the institutional frameworks for cybersecurity certification have
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changed over the course of two decades through the collection and analysis of 40 relevant
policy documents and reports and 18 interview transcripts with key stakeholders in the field.
In those interviews, | asked for insights about the current and proposed certification regime,
the public-private interactions in both regimes, and main compromises that were made during
the policy process. By doing so | was able to recognize the dependent variable of this research
— the temporal variance of institutional paths for cybersecurity certification in the EU, namely
the publicization of private certifiers for cybersecurity by the EU. Tracing the links between
possible causes for the publicization of private certification bodies and observed outcomes, |

centered on sequential processes within the legislative process.

Bringing the political context of this regime change into play, | tested my hypotheses
as follows: to measure the influence of Member States, | traced stated positions by national
authorities, the veto powers that Member States gained in the process, and the changes that
Member States were able to incorporate in the text. To measure the influence of EU’s
supranational aspirations, I traced the significance of the proposed change to EU’s policy
standing in the field, and the battles that the Commission chose during the legislative process.
Finally, to measure the influence of private interests, | traced all the arguments in the collected
position papers, realizing how significant was the addition of new institutional paths for
certification to private groups, even if the price private certification bodies had to pay was

increased control over their operations.

One of the main challenges to the process-tracing methodology is that researchers will
use it unsystematically with potential inferential errors (Bennet and Checkel, 2015). In order
to cope with that, ’'ve used some methodological safeguards that include: (1) Justifiable
decisions on where to start and end data collection efforts. For the first and third papers, | chose
that starting points of data collection based on critical junctures at which a governance practice
was contingent to alternative paths, and the actors involve determined which path it would take.
In the first dissertation chapter, the decision to regulate information collection for the first time
in 1967 through the Wiretap Act was a crucial starting point in the development of the policy
regime under study. In the third dissertation chapter, the 1997 mutual recognition agreement
regarding security certificates between European nations was the first mutually agreed
certification mechanism in Europe, that was produced in response to EU Council Decision from
1992 (92/242/EEC) and a subsequent Council recommendation from 1995 (1995/144/EC) on

common information technology security evaluation criteria. Reviewing these two starting
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points in each chapter in retrospect highlighted their key role in the development of the policy

regimes under investigation in those chapters.

Another methodological safeguard is in (2) the decision when to stop — In both process-
tracing based chapters, | decided to stop pursuing one stream of evidence when it became so
repetitive that gathering more of that same kind of evidence had a low probability of revising
my estimate of the likely accuracy of alternative explanations. For the first chapter, data
collection ended when additional sources did not highlight new trends regarding decision-
making processes over each policy event under study. For the third chapter, in addition to that
logic, no more interviews were conducted once | realized that the framing of the dependent

variable and the explanations for its evolvement are starting to repeat themselves.

Another challenge in process tracing is the risk of incorporating potential bias of
evidentiary sources (Bennet and Checkel, 2015). To cope with that, | have (3) considered a
wide range of primary and secondary sources in both process-tracing based chapters of the
dissertation. For the first chapter, | have investigated different types of policy measures and
consequently different types documents that surrounded their establishment. In addition, 1
relied on secondary sources — works of scholars from a variety of disciplines that include law,
national security, criminologists, and military studies — to bring together contending
historiographical schools and explanations. For the third chapter, | had gathered policy
documents form all EU institutions, a variety of private stakeholders in the certification regime,
and relied on interviewees from EU institutions, agencies, and different types of private
stakeholders — certification bodies, evaluation laboratories, product manufactures, digital

service providers, and industry associations.

A final significant challenge in the process-tracing methodology is the missing data
challenge. Given the critical importance of analyzing data on every ‘step’ of the process for
process tracing to be robust, | had to cope with the problem of limited data in certain points in
time regarding the policy regimes under study. Therefore, during the analysis process,
beyond relaying on diverse streams of evidence, | was able to (4) locate data points that were
more valuable than others, and cover for missing data in specific segments. | found that a
single meeting or memo may prove to be the crucial piece of evidence that instantiates one
explanation or undermines another. This follows Bennet and Checkel’s (2015) observation
according to which what matters is not the amount of evidence, but its contribution to

adjudicating among alternative hypotheses, stressing the relationships between the evidence
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and the hypotheses, and not the number of pieces of evidence. For instance, in the first
chapter, | was able to find various secondary sources that directly quote policymakers on the
way they frame policy problems in light of technological changes. This was a direct
demonstration of my hypothesis about the different instrumental use of technological change
over time. Another significant source of evidence in the first chapter was classified
documents that were publicized by whistleblowers and verified policy patterns in time frames
for which I had limited data about. These unclassified documents provided strong
confirmatory evidence (Bennet and Checkel, 2015) that my hypotheses about policy trends in
the policy regime under study were indeed happening ‘on the ground.’ In the third paper,
pieces of evidence that significantly contributed to my understanding of the relationships
between my hypotheses and reality were interviews with policymakers and industry
stakeholders who anonymously pointed out to the strong influence of Member States on the
policy process, while also addressing EU Commission’s supranational aims in the field of
cybersecurity. The limited access to official documents about these standings became less
crucial once several interviewees from different segments agreed to clearly state these trends,
thus providing confirmatory evidence to what was happening in this policy space behind

‘closed doors.’

Another helpful strategy to cope with missing data was to (5) use a comparative case
study analysis within the same case over different periods of time. Temporal differences were
identified in each of these chapters and were explained through the examined research
hypotheses, turning the focus to differences in different points in time, and emphasizing the
importance of having convincing unbiased evidence from each time frame under comparison,
rather than having ‘enough’ evidence on every step of the way. In the first paper, the
comparison between the three time periods of policy trends in national security and privacy
policies, as well as the comparison between the different policy arenas, highlighted the
significance of evidence that was gathered to explain differences and similarities in these two
comparisons. In the third paper, the comparison between the two policy regime periods — before
and after the enactment of the Cybersecurity Act — allowed to emphasize the role of Member
States, interest groups, and EU aspirations in this policy process, providing great emphasis to

evidence that was gathered through interviews and documents’ analysis.

Moreover, an important strategy for missing information in the third paper was the (6)
particular operationalization of the three hypotheses under examination and their adaption to
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specific processes predicted in the particular case. This was helpful in clarifying as much as
possible the facts and sequences that should be true if each of the alternative hypothesized
explanations of the case were true (Bennet and Checkel, 2015). In the beginning of the research
process, and as described in chapter 3, | had clearly stated the indicators for each tested
hypothesis and looked for its possible appearance in the collected data. This provided focus to
the data analysis process and helped cope with missing data in certain time frames with the

policy regime.

By and large, keeping these limitations and the way they were remediated in mind, |
believe that the methodological approach taken by these studies yields reliable results that can
be carefully generalized based on the characteristics of the cybersecurity and privacy policy
spaces, also serving as a point of reference for studying similar policy problems in additional
political systems. The novel analytical framework for studying the dynamics between national
security and privacy in the first chapter and the novel understanding of the EU cybersecurity
certification regime in the third chapter can be fruitful for studying additional policy regimes,
not only across nations, but also across issues, explicating how policymakers govern risks for

society.

For the second chapter, | used a different methodology of systemic inductive and

deductive text analysis for capturing the US policy regime that governs the policy problem of
mitigating cyber risks across private sectors. | used qualitative research methods to examine,
in a systematic way, a corpus of thirty federal cybersecurity policies that includes statutes,
executive orders, policy strategies, and secondary legislation of federal agencies between the
years of 1996 and 2018. | chose the US federal cybersecurity policy arena as my case study
because it has been evolving for the past 22 years, something which allowed me to mine the
rich seam of cyber risk frameworks and governance practices.

| analyzed federal policy texts in two phases. In the first step, | had signaled out key
sentences and afterwards, assigned code or several codes per sentence, representing its
principal content or theme. After removing redundancies and duplicate codes, seven codes that
uncover different categories of cyber risk-management emerged. In the second step, |
conducted a deductive analysis based on pre-defined categories derived from Renn’s study
(2008) on the early phases of risk governance — pre-assessment, assessment, characterization
and evaluation. My goal was to deductively detect additional categories in the policy texts and

understand how policymakers frame, assess, characterize and evaluate cyber risks.
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Within the thirty policy texts, (N=463) key sentences were identified. The two phases
of the text analysis had yielded a typology of ten categories that was then used to classify key
sentences in each federal policy into a risk governance phase of pre-assessment, assessment,
characterization and evaluation, or risk management. | drew on secondary sources of
information to further understand how federal policies shape cyber risk governance
frameworks for each sector. Following the analysis, three sub-regimes that differently govern
the policy problem of cyber insecurity in the private sector have emerged, and | was able to
frame the dependent variable of the research and explain its evolvement through shared ideas

and early institutional practices in each sub-regime.

To summarize, in all three papers, the analysis of the various sources of information
from different periods in each regime allowed me to capture the dependent variables that
demonstrated temporal, sectoral, and contextual variance in each captured policy regime.
Subsequently, I tested possible research hypotheses based on the existent literature, relying on

the same or additional information sources to explain the dependent variable in each paper.

Summary of papers

The three dissertation papers conceptualize and study policy regimes in two central
political systems — the US and EU - over three policy problems that are related to emerging
risks from digital technologies. They explore how and why US policies have constructed the
relationships between national security and privacy (first paper), the US cyber risk governance
regime has been emerging across sectors (second paper), and how EU’s institutional
frameworks for cybersecurity certification has been changing to incorporate private

governance actors (third paper).

1. Complementaries and Contradictions: National Security and Privacy Risks in U.S.
Federal Policy, 1968-2018

The first dissertation paper was published as an article in 2018 in Policy & Internet. It
addresses gaps in the current literature that mostly brings forth theoretical rather than empirical
studies about the relationships between national security and privacy, and does not consider
how policymakers de-facto set these dynamics in the age of digital technologies. Moreover,

scholars who conduct empirical work on these dynamics mostly consider contradictory rather
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than complementary dynamics between the two goals, and study only short periods. They do
not address the plurality of dimensions for these relationships, nor do they assess their
development over five decades. Thus, they set forth rather limited regime boundaries for
studying this policy problem.

In contrast, this paper broadens current regime boundaries in the literature, examining
various dimensions in the dynamics between privacy and national security in US federal
policymaking. Through a comparative process-tracing analysis of three policy arenas—
criminal investigations, foreign intelligence, and cybersecurity—over five decades, this study
shows how national security efforts enhance or infringe upon privacy safeguards. It classifies
policies into three categories: (1) policies that impinge on privacy in favor of national security;
(2) policies that create a compromise between privacy and national security; and (3) policies
that complement privacy and national security, and considers how these relationships have
changed over time, across different stages of the policymaking process, and in various policy

contexts.

The paper finds that US federal decision-making regarding privacy and national
security has been made out of a patchwork of laws and regulations that changes over time and
across the three policy arenas. Instead of a single equilibrium between the two goals, this study
finds that they are mediated by a plurality of contexts, interests, and policy arenas, underscoring

the value of applying a policy regime perspective to this policy problem.

As in previous scholarly works, an overall erosion of privacy over time is indeed
revealed by this study. This is not only reflected quantitatively (out of 38 policies of
contradictory dynamics, 21 impinged on privacy for the sake of national security), but also
qualitatively, setting unprecedented expansions in surveillance authorities. Once a policy that
can potentially encroach on privacy is introduced, it is unlikely to be fully reversed.

Still, there are multiple policy trends to follow, ones that are shaped by different actors
and policy processes. To better understand the balance between privacy and national security,
we need to assess the context of power relationships between Congress, the executive branch,
and commercial interests, and pay close attention to problem framing and types of policy
processes mediated by these actors, including the different levels of transparency and the

motley variety of actors allowed into the policy process.
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By considering the full spectrum of policy relationships between privacy and national
security, this paper provides a well-rounded picture of the factors that drive change and the
ways the goals are balanced. Government can be a source of both problems and solutions for
guarding citizens’ privacy. Convergence of interests between commercial companies and
intelligence agencies is revealed across arenas, as both parties push for lax privacy protections
in the foreign intelligence and the cybersecurity policy arenas. Moreover, tracing the roles of
Congress and businesses over time also displays an alarming pattern. While both actors have
been facilitating a transparent policy process and had pushed back against the executive
branch’s attempts to expand surveillance in the 1980s and 1990s, their efforts in that direction
were considerably less effective following the 9/11 attacks. Instead of holding the executive
branch accountable, Congress provided supportive legislation and passed measures without
meaningful debates.

2. Framing and Governing Cyebr Risks: comparative analysis of US federal policies [1996-
2018]

The second dissertation paper was accepted for publication at the Journal of Risk
Research. It addresses gaps in the existent literature on cybersecurity governance, as current
writings consider only specific policy measures at certain points in time, and do not investigate

the link between policymakers’ risk framings and chosen policy paths.

Contrarily, this paper adopts a policy regime perspective in an original manner for
studying how cybersecurity governance arrangements develop over time and change across
sectors. It also traces distinct shared ideas and risk framings within the regime, showing how
cybersecurity is perceived by policymakers as a public/private infrastructure concern, a data
protection problem, or a tool to safeguard financial interests. This reveals three different sub-
regimes that vary across critical infrastructures, health and financial service providers, and the
broader digital economy, putting forth different objects to protect, threats to consider, and roles
for the actors involved.

To comparatively analyze the three sub-regimes, the paper conducts a text analysis of
thirty US federal cybersecurity policies between the years of 1996 and 2018, extracted (N=463)
key sentences in these texts, and suggested a typology for translating federal policies into risk
governance frameworks. Then, based on the characterizations of cyber risks in these texts, and
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the initial decision-making structures they have created, it explains the extent to which

frameworks of cyber risk governance have changed across sectors and over time.

The paper found variance across sectors in the role of the government and the extent to
which it dictates coercive risk management steps. It also discovered variance over time, that is,
on the ways in which the government has responded to cyber threats. Across sectors,
policymakers were bound to certain framings, assessments, and evaluations of cyber risks that
informed their risk management policy decisions. The role of the government and the extent to
which it has dictated coercive risk management steps were only loosely attached to the way
these risks were framed by policymakers in the same policy texts. Over time, it seems that the
government has been responding to the dynamic cyber threat landscape, but within the
boundaries and paradigms of the decision-making structures stipulated during early regime
development. For each regime, the government tried to improve risk management practices
without diverging from previous policy paths considerably: the private sector still enjoys
significant discretion in decisions pertaining to the protection of critical infrastructures,
whereas health and financial industries encounter the increasing monitoring and enforcement
capacities of top-down regulators. Non-critical sectors are still governed based on incentives
and completely self-regulatory models, regardless of evidence-based hazard estimations and
the perceived seriousness of the risk. Each regime has had its own punctuation points in time.
The protection of critical infrastructures and health and financial service providers has
remained stable over time, whereas the protection of non-critical sectors seems to be more

dynamic and open to prospective changes.

Unsurprisingly, increased sophistication of cyber threats over time has led the federal
government to respond, albeit in ways that mirrored existing paradigms and did not diverge
from two-decade old decision-making structures.

By tracing the governance of cyber risks and the link between policymakers’ risk
perceptions and actions, this paper demonstrates how seemingly technical decisions of
cybersecurity governance can be social and political issues that are contingent early policy

decisions rather than problem framing.

3. EU Publicization of Private Certifiers for Cybersecurity: explaining public-private

interactions through the context of institutional change
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The third dissertation paper is completed and ready to be sent for first review to
Governance. It addresses gaps in understanding how public authorities interact with private
governance actors in indirect governance arrangements. While this strategy has been gaining
traction across sectors and political systems, we lack an understanding of how public-private
interactions emerge in cybersecurity policy regimes, and do not know whether these
interactions can advance our theoretical understanding about private authorities in

contemporary governance arrangements.

Notably, a recent innovation in EU cybersecurity governance suggests a rather
unexplored type of public-private interaction in indirect governance arrangements. Through
the establishment of the EU Framework for Cybersecurity Certification, policymakers have
elevated the role of private certification bodies to issue certificates on behalf of the EU while
increasing public control over their operations. In contrast to full public control in delegation
dynamics or the lack of control in orchestration interactions, this interaction suggests a different
type of dynamic for private actors who voluntary enlist themselves for governing on behalf of
public authorities, becoming subordinate to their supervision. This intriguing dynamic begs the

questions: how and why has such public-private interaction evolved?

The literature provides little attention to this type of interaction and does not take into
account the politics of governing certification bodies. Scholars of private governance mostly
address the emergence of private regulators due to states’ inaction. When the government
becomes involved, public-private interactions usually take one of two forms: (1) top-down
interactions in the form delegation, outsourcing specific regulatory tasks to private actors under
strict public control, or (2) non-hierarchical interactions in the form of orchestration,
exchanging private regulatory capacities for public material support.

Nonetheless, in the policy regime for EU cybersecurity certification, a third public-
private dynamic of increased state control over the operation of voluntary enlisted private
regulators has been emerging. The paper frames this dynamic as ‘publicization’ and argues that
we should appreciate its institutional context in order to explain its evolvement. It explains the
political drivers for publicization by highlighting the importance of its institutional context. It
considers public control over private regulators as a component in a broader institutional
change, finding that despite promises by EU policymakers to ‘completely replace’ and

‘fundamentally change’ the ecosystem for certification, new institutional paths are established
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in addition, rather than instead of existing frameworks. Consequently, public-private

interactions have diffused from the current certification regime.

Markedly, scholars of endogenous institutional change mostly ignore the public or
private nature of institutional frameworks and do not link modes of change with the distribution
of public or private authorities. This paper, nonetheless, argues that causes for institutional
change can shed light into why policymakers choose certain public-private interactions when

designing institutional changes.

To capture the change in EU cybersecurity certification, the paper embraces a policy
regime perspective for studying institutional frameworks for EU cybersecurity certification in
the past two decades. Based on May and Jochim (2013) conceptualization of policy regimes, I
expect the regime perspective to be highly adaptable to multi-level governance. Thus, through
a qualitative process-tracing analysis based on 40 policy documents and 18 interviews, the
paper traces the elevation and the extra public control imposed on private certification bodies
in the new institutional frameworks. It recognizes this temporal variance by broaching the

multiple levels of governance in these arrangements.

To explain these public-private interactions, the paper tests three hypotheses that
consider: (1) Member States’ powerful influence in this policy space, (2) EU’s supranational
aspirations, and (3) The significant benefits to private interest groups in the new framework.
Testing these hypotheses revels how Member States were able to pose on the EU a policy
compromise that prevented a significant divergence from current institutional paths. It also
discovers that the EU was able to strategically improve its standing in the cybersecurity policy
arena and secure a long-term EU interest, in the price of allowing Member States to increase
their control over private certification bodies and maintain existing institutional frameworks.
Finally, it stresses how industry groups that benefited from the new framework posed no

opposition to enhanced national control over private certification bodies.

Thus, the publicization of private governance actors was a political compromise led by
actors with strong veto powers and low discretion capacities, who were able to diffuse current
public control practices over private governance actors to the prospective framework. This
highlights a rather unexplored link between private governance and the institutional change

literature, demonstrating how the reasons behind modes of institutional change hold
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explanatory powers for understanding why certain types of public-private interactions have

emerged.

This study is conducive to our understanding of political battles in the cybersecurity
policy arena. On the one hand, the paper found that Member States pushed for layering
practices in order to increase the stability and legitimacy of current, nationally dominant,
institutional frameworks for certification. The EU, on the other hand, was also successful in
promoting the link between cybersecurity issues and its Single Market approach, further
legitimizing its intervention in this policy field.

By studying a rather new and unexplored type of public-private interaction and
capturing the transformation of private certification practices within the policy regime, this
paper underlines how public authorities take center stage in the operation of private ones.
Throwing light on a hybrid form of governance, this study adds to our understanding of the
political considerations taking place at the often-overlooked phase of standards’
implementation. This undertaking creates a novel link between patterns of endogenous
institutional change and public-private interactions, expounding the political context of a new
form of intervention by the state - one that calls into question the dichotomous portrayal of the
shift from government to governance and comes to pass through the publicization of market-

driven governance practices.
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How does the U.S. balance privacy with national security? This article analyzes how the three
regulatory regimes of information collection for criminal investigations, foreign intelligence
gathering, and cybersecurity have balanced privacy with national security over a 50-year period. A
longitudinal, arena-based analysis is conducted of policies (N =63) introduced between 1968 and
2018 to determine how policy processes harm, compromise, or complement privacy and national
security. The study considers the roles of context, process, actor variance, and commercial interests
in these policy constructions. Analysis over time reveals that policy actors’ instrumental use of
technological contexts and invocations of security crises and privacy scandals have influenced policy
changes. Analysis across policy arenas shows that actor variance and levels of transparency in the
process shape policy outcomes and highlights the conflicting roles of commercial interests in favor of
and in opposition to privacy safeguards. While the existing literature does address these
relationships, it mostly focuses on one of the three regulatory regimes over a limited period.
Considering these regimes together, the article uses a comparative process-tracing analysis to show
how and explain why policy processes dynamically construct different kinds of relationships across
time and space.
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¢ Como equilibra los Estados Unidos la privacidad con la seguridad nacional? Este articulo analiza
como los tres regiimenes regulatorios de recopilacion de informacion para investigaciones criminales,
recopilacion de inteligencia extranjera y ciberseguridad han equilibrado la privacidad con la
sequridad nacional durante un periodo de 50 anos. Se realiza un andlisis longitudinal, basado en la
arena, de las politicas (N =63) introducidas entre 1968 y 2018 para determinar cémo los procesos
de politicas perjudican, comprometen o complementan la privacidad y la seguridad nacional. EI
estudio considera los roles del contexto, el proceso, la variacion de los actores y los intereses
comerciales en estas construcciones de politicas. El andlisis a lo largo del tiempo revela que el uso
instrumental de los contextos tecnoldgicos de los actores politicos y las invocaciones a las crisis de
sequridad y los escandalos de privacidad han influido en los cambios de politica. El andlisis en todos
los dmbitos de las politicas muestra que la varianza de los actores y los niveles de transparencia en
el proceso moldean los resultados de las politicas y resalta los roles conflictivos de los intereses
comerciales a favor y en oposicion a las salvaguardas de la privacidad. Si bien la literatura existente
aborda estas relaciones, se centra principalmente en uno de los tres regimenes reguladores durante
un periodo limitado. Considerando estos regimenes juntos, el articulo utiliza un andlisis
comparativo de seguimiento de procesos para mostrar como y explicar por qué los procesos de
politicas construyen dindmicamente diferentes tipos de relaciones a través del tiempo y el espacio.

PALABRAS CLAVES: seguridad nacional, privacidad, vigilancia, seguridad cibernética, tendencias
de politicas temporales, arenas politicas

Introduction

Privacy and national security are two important goals in the U.S. federal arena.
The extent to which these goals complement and contradict each other is dynamically
determined by laws and regulations, through processes that take decades to unfold
and contain various decision points (Diffie & Landau, 2007; Regan, 1995; Solove,
2011). The philosophy literature offers two perspectives on how to balance privacy
and national security. Taking a utilitarian approach, Etzioni (1999, pp. 3-5) defines
privacy as an individual right that should be balanced against national security
concerns in times of crisis. When the crisis ends, security measures can gradually be
rolled back (Etzioni, 1999, p. 25). In contrast, Waldron (2003, 2006), Zedner (2003),
and Chandler (2009) argue that while security is the foundation of all other liberties,
the public cost of advancing security at the expense of privacy weakens such security
measures. According to Chandler (2009, pp. 132-138), privacy-invading security
measures redistribute risks to minorities and create new patterns of vulnerability in
digital infrastructures that undermine both security and privacy." Privacy and
national security, therefore, should be perceived as interdependent rather than
mutually exclusive (Dworkin, 1977; Loader & Walker, 2007; Raab, 2014). According
to Solove (2011), governments do not choose between privacy and national security
but rather between the levels of privacy oversight within national security measures
that prevents abuses of government power (Solove, 2011, p. 37).

Privacy proponents argue that privacy losses lead to an erosion of other
values like anonymity, liberty, and freedom of speech and association (Raab,
2014; Solove, 2011; Waldron, 2003). Privacy demarcates between individuals’
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personal and public lives (Raab, 2014, p. 40) as well as between public institutions
and private citizens (Regan, 1995; Solove, 2008). As an enabler of other rights,
privacy’s incorporation into national security practices is therefore central to
liberal society.

While the academic literature has theorized about the relationships between
privacy and national security, an empirical study on how policymaking shapes
these relationships has not been carried out. For instance, the role of commercial
interests, which both undermine policy efforts to strengthen privacy safeguards
and resist intrusive forms of government surveillance, has not been studied over
time or across policy arenas. Furthermore, the effects of digital technologies on
these relationships have not been fully explored. Even though technology
increases governments’ abilities to collect personal information (Diffie & Landau,
2007; Granick, 2017; Solove, 2011), the legal structure for protecting online privacy
has not changed since 1986.> Although some uses of new technologies result in
privacy infringements, others advance both privacy and national security. For
example, cybersecurity policies enable governments to collect information but
also protect personal information systems from external threats. Yet, this feature
of cybersecurity has not been addressed by legal scholars and political scientists
who study the relationship between the two goals.

This article examines this plurality of relationships between privacy and
national security in U.S. federal policymaking. Through a comparative process-
tracing analysis of three policy arenas—criminal investigations, foreign intelli-
gence, and cybersecurity—over five decades, this study shows how the state’s
national security efforts enhance or infringe upon privacy safeguards. The
literature provides insights into the processes that mediate the two goals, but
usually views them as either contradictory or complementary and considers only
short periods of time (e.g., Birnhack & Elkin-Koren, 2003; Diffie & Landau, 2007;
Etzioni, 2011; Gidari, 2006; Newman & Bach, 2004; Regan, 1995; Solove, 2011;
Warner, 2015).

This article extends these analyses by examining how federal statutes,
executive orders, presidential directives, federal rules, policy guidelines, and
court rulings constructed relationships between national security and privacy
(N =63) between the years of 1968 and 2018. It considers how these relationships
have changed over time, across different stages of the policymaking process, and
in various policy contexts. It classifies policies into three categories: (i) policies
that harm privacy on behalf of national security; (ii) policies that create a
compromise between privacy and national security; and (iii) policies that
complement privacy and national security.

The article is organized into six sections. The first reviews the literature’s
approaches to the questions of how and why policies balance privacy and
national security. The second defines the key concepts in the article—national
security and privacy. The third presents the methods and analytical framework
for studying the three regulatory regimes, and the fourth analyzes contradictory
and complementary dynamics between privacy and national security over time in
the United States. The fifth section presents this analysis across three policy
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arenas (criminal investigations, foreign intelligence, and cybersecurity), while the
final section concludes.

Literature Review

Longitudinal studies of privacy and national security policymaking in
the U.S. federal arena conducted over the past decades have shown that
legislators usually prioritize national security over privacy. Throughout the
mid- to late twentieth century, privacy often appeared on the legislative agenda
following technological changes that provided new kinds of access to personal
information (Flaherty, 1989; Regan, 1995, p. 5). Despite a significant amount of
congressional activity, only a few pro-privacy statutes were enacted during this
period (Regan, 1995, p. 7). In these cases, legislation usually conformed to the
following pattern: those who benefitted from privacy infringements framed the
policy problem and faced opposition from a small community of privacy
advocates. Then, in debates over privacy protections, the final legislation would
include the most minimal possible protections (Regan, 1995, p. 22). Regan
(1995, p. 23) explains this pattern as a factor of policymakers’ perceptions of
privacy as an individual value, rather than as a social value, which competes
with collective goals like crime mitigation and government efficiency. In their
study of privacy in criminal investigations and foreign intelligence policy
debates, Diffie and Landau (2007) also find that privacy often loses to national
security. However, they explain this as the result of the executive branch’s
powers to invade privacy in the name of national security (p. 169), which in
some cases is resisted by commercial interests (pp. 236-248).

Solove’s (2011) study of U.S. policymaking also finds a consistent pattern of
privacy infringements in the name of national security, especially after the attacks
of September 11, 2011. Like Diffie and Landau (2007), he acknowledges that this
could be related to the executive branch’s powers over foreign intelligence
gathering (Solove, 2011, pp. 62-71) but also argues that it is largely due to the
abstract nature of privacy interests, the consistent deference of legislatures and
judges to security officials in times of crisis, and the consequent lack of
meaningful evaluation of security measures (Solove, 2011, pp. 38—47, 55-62).

These studies reflect a pattern of expansions of national security at the
expense of privacy. They all consider the technological context as a driver for
policy change. Solove (2011) and Diffie and Landau (2007) also highlight how
security crises have further harmed privacy in the name of national security after
the 9/11 attacks. The studies, however, differ in their explanations of the causes
for privacy harms. Whereas Regan (1995) addresses the inadequate framing of
privacy as a public policy problem, Solove (2011) discusses the practice of
deference to security officials and the lack of oversight over the executive branch
as important sources of privacy harms. Diffie and Landau (2007) also highlight
the influence of commercial companies which resisted privacy infringements on
behalf of national security and insisted on strong encryption and privacy
protections for their customers. Other scholars who study privacy and national
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security in crime-related issues (Bevier, 1999; Dempsey, 1997, Gidari, 2006;
Nylund, 2000; Soghoian, 2012) or in both the crime and foreign intelligence arenas
(Birnhack & Elkin-Koren, 2003; Kleinig, Mameli, Miller, Salane, & Schqartz, 2011;
Logan, 2009; Regan, 2004) also find detriments to privacy on behalf of national
security, but they study a limited time frame and specific policy measures, and
they do not provide additional explanations for the policy process.

Also, these studies do not address the plurality of dimensions in the relation-
ships between privacy and national security, nor do they address government’s
multifaceted role in threatening but also enhancing privacy. Such complementary
relations between privacy and national security are discussed in the information
security policy literature. Scholars have highlighted the reluctance of the private
sector to apply mandatory requirements (Chertoff, 2008; Etzioni, 2011; Hiller &
Russel, 2013; Newman & Bach, 2004), the sectoral nature of these regulations
(Regan, 2009; Schwartz & Janger, 2007; Thaw, 2014), and the ways in which
policymakers’ risk perceptions are constrained by private interests (Johnson, 2015;
Quigley & Roy, 2012). Therefore, we can expect commercial interests to dominate
the construction of these relations, while also aiming to understand when the
information security policy arena introduces tensions with privacy.

In this article, these explanations are tested against variations in the balance
between privacy and national security over time and across policy arenas. The
literature’s findings on the importance of policy framing, commercial interests,
and the role of the executive branch are assessed, and I also show how
technological developments and distinct characteristics of the policy process
across policy arenas are essential factors in constructing the relations between
privacy and national security.

Conceptual Clarifications: National Security and Privacy

The literature defines national security as the set of practices that protect the
country from threats, which originate either in foreign states or within the
nation’s borders (Diffie & Landau, 2007; Reveron, Gvosdev, & Cloud, 2018;
Romm, 1993; Solove, 2011). When the U.S. National Security Act of 1947 ushered
the term into general use, it was often understood as protecting a country against
internal subversion and external military attack. Since then, national security
designations have been broadly and ambiguously used, while still referring to the
nation rather than to individuals, subnations, or groups (Wolfers, 1952). Waldron
(2006, pp. 459-460) defines national security as “collective security,” which is
determined by the constraints individuals are willing to accept to secure the
whole. Following the Cold War the term has been associated with nonmilitary
threats (Romm, 1993),% and in 2003, the frontier of national security was defined
as “everywhere” (Zelikow, 2003). The concept can now relate to almost any
security issue and is perceived as a form of severe crime (Solove, 2011, pp.
64-66).*

Diffie and Landau (2007, pp. 87-88) delineate five practices that characterize
national security in the twenty-first century, and four of them are used here to
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define national security practices as: procedures of intelligence gathering, foreign
intelligence denial, enforcement of terrorism laws, and maintenance of national
infrastructure.” These national security practices are assessed in the paper in
relation to privacy, for which there is no agreed-upon definition.® Solove (2008,
pp- 8-10) argues against searching for a single universal definition of privacy and
asserts that privacy is a plural, context-dependent value that is best understood
by studying practices that harm privacy. He provides two metaphors for privacy
harms—the big brother state, which demonstrates how information collection
creates new forms of social control, and the bureaucratic state, which disem-
powers individuals (Solove, 2011, pp. 25-26).

Bygrave (2002) groups scholars’ definitions of privacy into three categories.
The first includes definitions of privacy in terms of noninterference in individuals’
private space (Warren & Brandeis, 1890). The second includes definitions in terms
of the levels of control and knowledge that individuals have over collections,
processing, and other uses of their personal information (Fried, 1968; Laudon,
1996; Lessig, 1999; Rachels, 1975; Westin, 1967). The third understands privacy in
terms of the values of autonomy, dignity, and self-determination as well as
individuals” control over their own bodies, minds, and social relations (Benn,
1971; Fried, 1968; Gavison, 1980; Rachels, 1975; Reiman, 1976).

In this article, I adopt a working definition of privacy based on Bygrave’s
(2002) second and third groups, while embracing Solove’s (2008) emphasis on
defining privacy in terms of measures that infringe upon it. Privacy harms are
therefore understood as actions that undermine individuals’ autonomy, dignity,
and self-determination by threating their ability to control how their personal
information is collected, accessed, and used, often without their 1<n0w1edge.8
Such threats increase when privacy oversight and scrutiny procedures such as
warrant requirements and minimization procedures for information collection are
relaxed.

Following these definitions, the article examines how U.S. federal policies grant
data subjects knowledge about and control over the collection of their personal
information, and how they provide privacy protections in the national security
practices of enforcement of terrorism laws, intelligence-gathering procedures,
foreign intelligence denial, and the maintenance of vital national infrastructures.

Analytical Framework and Methodology

This article examines the U.S. federal regulatory regimes that govern: (i)
information collection for criminal investigations; (ii) foreign intelligence gather-
ing; and (iii) cybersecurity practices that protect vital information systems. These
regimes evolved together with the expansion of digital technologies over the last
five decades and construct plural types of relationships between privacy and
national security.

The beginning of information collection oversight in criminal investigations
can be identified as the Wiretap Act of 1968, which created a uniform procedure
for domestic electronic surveillance and required investigators to obtain a warrant
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based on a probable cause. Another inflection point in this regime was the 1986
Electronic Communications Privacy Act (ECPA). Since then, Congress has not
reformed the regime, resulting in difficulties in applying privacy protections to
new communication technologies. Moreover, an increasing number of criminal
issues have become national security threats but are still governed by this
regime.’

At the same time, a second regulatory regime for collecting personal
information emerged with the enactment of the Foreign Intelligence Surveillance
Act (FISA) of 1978, which regulated how intelligence services collect information
on U.S. soil. The act followed the 1976 Church Committee’s exposure of
illegitimate government collections of personal information. Over time, new
technologies and consistent attempts by the executive branch to expand its
surveillance powers have challenged the regime’s privacy protections.

The third regulatory regime under study, cybersecurity,'® involves policies
that protect vital personal information networks, including those of the federal
government and of health and financial service providers. The start of this regime
can be pinpointed to the passage of the National Security Directive (NSD) #145
and the Comprehensive Crime Control Act of 1984, through which the govern-
ment began sanctioning cyber-criminals and protecting federal networks. Most
policies in this regime enhanced the protection of personal information in vital
systems, but some introduced new threats to privacy.

To understand how and why public policies construct relationships between
privacy and national security, I link laws and regulations enacted between 1968
and 2018 to these three regulatory regimes and study them through process-
tracing and comparative analysis methods (Levi-Faur, 2006). The United States is
an ideal case for studying privacy vis-a-vis national security in a liberal
democracy, as policy records are complete and easily accessible. The study starts
with 1968 because that is the year when regulation on information collection was
initiated.

An original data set was created with policy events (N =63) from the years
1968-2018 that delineate the three regulatory regimes under study.'' Each policy
event is classified into one of three possible categories according to its effect on
the relationships between privacy and national security. These categories include:
(i) harming privacy for national security; (ii) creating a compromise between the
two; or (iii) advancing complementary relationships that enhance both.

The effect of a policy event is assessed according to the policy’s purpose and
features. Policy purposes range from regulating the government’s information
collection to protecting the security and privacy of vital personal information
systems. The former type of policy creates contradictory relations between
privacy and national security, while the latter constructs complementary relations
between the two goals. The features of each policy are also assessed to determine
the extent of privacy oversight and scrutiny measures provided by policymakers
to achieve the policy’s purpose. Within contradictory dynamics, the focus on
policy features allows to distinguish between policies that harm privacy for
national security and policies that create a compromise between the two goals.
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The first type of relationship, harming privacy for national security, is
indicated by policies that regulate the government’s information collection and
relax oversight over privacy-harming components within these national security
practices. For instance, the 2008 FISA Amendments Act (FAA), and specifically
the newly added Section 702, authorized government surveillance over interna-
tional communications without requiring the government to demonstrate proba-
ble cause that the surveillance targets are agents of a foreign power. This allowed
the surveillance of Americans’ international communications without any suspi-
cion of wrongdoing. The act also limited the role of the judicial authority over
surveillance authorizations of overseas targets. Rather than reviewing individual-
ized surveillance applications, the judiciary was relegated to reviewing general
targeting and minimization procedures for gathering international communica-
tions that can incidentally include U.S. citizens. In addition, the duration of
warrantless surveillance was increased from 48 hours to seven days in case one of
the parties to the communications is based overseas.

The second relationship, compromises between privacy and national security,
is indicated by policies that regulate the government’s information collection and
incorporate privacy-protecting measures into these national security practices. For
instance, the 1986 ECPA regulates information collection for criminal investiga-
tions. The statute requires government officials to justify their belief that the
proposed surveillance will uncover evidence of a crime. It also requires
investigators to minimize surveillance when innocents are involved and to
explain why alternative investigation methods would not be effective. The
subjects of surveillance are always informed at some point and are made aware
in court about the data obtained. This policy allows the government to conduct
surveillance but only through oversight and scrutiny mechanisms that limit
privacy harms.

The third relationship, complementary, is denoted by policies aimed at
protecting security and privacy in vital information systems in ways that carry no
privacy-harming features. For instance, the 2002 Federal Information Security
Management Act (FISMA) poses information security requirements on federal
networks to increase the security of vital systems, shield against intelligence
gathering by foreign states, and protect the personal information they process.
This policy does not include privacy-harming components to achieve its purpose.
While 25 out of 30 information security policies do not include privacy-harming
features, five policies achieve their purpose through the creation of privacy
infringements. In this case, such policies were classified according to their
features rather than their purpose.'? For instance, the 2015 Cyber Information
Sharing Act (CISA) is aimed at increasing information security and privacy but
achieves this goal through privacy-harming measures that authorize information
collection without a court order and do not share with data subjects how
information is accessed by the government. Therefore, such policies were
classified as harming privacy for national security.

The methodological annex of this article provides additional details on the
collection and classification of each policy measure in the data set (see the Appendix).
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Analysis Over Time
Contradictory Relationships

The analysis of contradictory dynamics between privacy and national security
included 38 policy events from 1968 to 2018. Twenty-one of the events reflected
an expansion of national security at the expense of privacy, and 17 reflected a
compromise between the goals.

First Period: 1968-89

Fifteen policy events were identified that constructed a compromise between
the two goals, with several outliers. During this period, the three regulatory
regimes under study were initiated. The Wiretap Act of 1968, which created
privacy protections for information collected by criminal investigators, was the
first information collection regulation enacted by Congress. It came one year after
the Supreme Court ruled in Katz v. United States (1967) that the Fourth
Amendment prohibits the government from using wiretapping without a warrant
and probable cause (Regan, 1995, p. 122). It also required investigators to
minimize collection, notify subjects once the gathering was concluded, and report
the number of warrant applications to Congress, while providing that illegally
obtained evidence cannot be used in court. Prior to this court ruling, Congress
discussed numerous bills that would allow limited government wiretapping but
was unable to pass such legislation (Regan, 1995, pp. 118-120).

Through the mid-1980s, new telecommunications technologies introduced
new forms of information collection not addressed by the Wiretap Act. These
included wireless phones and computer communications operated by new
companies that did not have wiretapping agreements with the government.
Several court rulings permitted the executive branch to use wiretaps without
regulatory oversight (Regan, 1995, p. 130). Still, the Department of Justice (DOJ)
was cautious in its use of new information collection technologies and wanted
Congress to determine their regulatory status. In addition, industry and privacy
advocates pushed for better privacy protections on new communication methods
(Regan, 1995, pp. 133-134). Consequently, Congress amended the Wiretap Act by
enacting the ECPA in 1986. The statute covered new communications methods'
and created a distinction between content, which is regulated by strict privacy
protections, and metadata, which can be accessed with a judicial order instead of
a warrant. Congress quickly passed the ECPA with industry’s support. Following
the Bell Systems breakup in 1982,'* businesses were eager to protect the privacy
of their consumers and create alliances with civic groups to be competitive in the
new market structure (Regan, 1995, pp. 135-136).

During the same period, Congress initiated a second regulatory regime for
information collection. Through the 1978 FISA, Congress established privacy
protections for foreign intelligence gathering for the first time, in the wake of
scandals over government information collection on U.S. citizens. In 1972, the
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Supreme Court unanimously ruled that the Fourth Amendment requires the
government to use warrants when gathering foreign intelligence within U.S.
borders,"” and urged Congress to provide regulations on the matter. Later, as public
outcry over government surveillance peaked during the Watergate scandal,'®
President Ford established the 1976 Church Committee to investigate government
information collection practices.'” The committee determined that the government
targeted some people solely because of their political beliefs, while justifying
surveillance with national security concerns. It concluded that these actions under-
mined the democratic process and the government’s duty to protect society.'®

Presidents Ford and Carter responded with executive orders that prohibited
the Central Intelligence Agency (CIA) and National Security Agency (NSA) from
intercepting communications within the United States, unless approved by the
attorney general. Congress responded with the 1978 enactment of FISA, which
required that (i) the government obtain a warrant to conduct foreign intelligence
gathering and (ii) Congress create a special judicial authority—FISA courts—to
handle classified matters not previously considered under the law. FISA also
includes reporting and minimization requirements on collected information. It
created a regulatory separation of information collection for foreign intelligence
and criminal investigations, also known as the “FISA wall.” This wall subjected
criminal investigations to more rigorous rules and foreign intelligence gathering
to laxer ones." Overall, FISA reflected a compromise between those who
advocated for intelligence agencies’ broad powers and those who advocated for
privacy protections. Still, FISA did not address the president’s authority to engage
in surveillance outside U.S. borders.

In 1981, President Reagan addressed the issue in Executive Order (EO) #12333.
He authorized the collection of information outside U.S. borders without
congressional oversight or court warrants. While not considered harmful to privacy
at the time, the order presents several harmful privacy implications today. John
Tye, a former State Department official, revealed in 2014 that the order allowed
intelligence agencies to incidentally collect U.S. citizens’ communications, without
proper oversight, for cases in which these communications are stored or routed
outside U.S. jurisdictions.”” The order also authorized the attorney general, rather
than the courts, to approve minimization procedures in handling data.*'

Another regulatory tool introduced in this period are National Security
Letters (NSLs). These secret Federal Bureau of Investigation (FBD)-issued letters,
meant to override privacy protections in emergency situations, required private
sector companies to hand over certain data records. Over the years, however, this
tool increasingly has been used to infringe upon privacy. The first authorization
of NSLs took place through the 1978 Right to Financial Privacy Act (RFPA). The
act was Congress’s response to the Supreme Court’s decision in United States v.
Miller (1976), which ruled that bank records are not subject to constitutional
privacy protections. According to the RFPA, the government must obtain a search
warrant, subpoena, or formal written request reviewable in court to collect
personal financial data. The act also established NSLs as a limited exception in
the case of foreign intelligence emergencies (Nieland, 2007). During the 1980s,
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telecommunications companies mostly led the resistance to the use of NSLs. The
ECPA of 1986 limited the issuance of NSLs to the FBI director for acquiring
metadata when the target is a foreign agent.

The third regulatory regime under study, cybersecurity, was also initiated
during this period. President Reagan’s 1984 NSD #145 granted the NSA
responsibility over the information security of federal networks. The administra-
tion further extended this authority in a 1986 policy memo that expanded the
NSA'’s jurisdiction to the entire federal government and related private sector
networks.”> Congress, industry, and civil society expressed concerns about these
developments; in response, Congress passed the 1987 Computer Security Act. The
new statute assigned the information security of federal networks to the National
Institute of Standards and Technology (NIST). In 1989, however, the NIST and
NSA signed a memorandum of understanding that included the NSA in decision-
making processes over federal networks’ security.”

Overall, policy events during this period created compromises between
privacy and national security, with a few outliers. Privacy oversight mechanisms
over national security practices were established, and Congress applied checks to
the executive branch’s power to collect personal information. The executive
branch itself, however, reflected conflicting trends. While the Ford and Carter
administrations limited privacy infringements, the Reagan administration ex-
panded national security at the expense of privacy. During this period, the
private sector also took an active role in advocating for consumers’ privacy.
Technology provided the context and driver for policymakers and judges to
protect privacy against emerging threats. This status quo in privacy and national
security relationships remained until 1993.%

Second Period: 1993-2012

In the early 1990s, the DOJ expressed concerns about commercial sales of
encrypted products and digital telephone switches (Diffie & Landau, 2007, pp.
205-206, 229-230). These technologies constrained the government’s surveillance
capabilities and marked the start of the second major period of expanding
national security authorities at the expense of privacy.

In 1993, the government fought the use of encryption by imposing export
controls on encrypted products and requiring breakable encryption standards for
USS. products through the Clipper Chip program.*> AT&T started including it in their
models, but by 1995, the Clipper Chip had become unpopular in the market and
drew opposition from industry and civil society (Diffie & Landau, 2007, p. 240).
Following public controversy over the program’s constitutionality and technical
difficulties in implementing the new encryption scheme,® an independent study by
Congress recommended removing export limitations and implementing strong rather
than breakable encryption standards in the market.”” In 2000, seven years after the
announcement of the Clipper Chip program, the export limitations were removed.

Another contested issue was the commercial use of digital telephone
switches.”® In 1994, Congress passed the 1994 Communications Assistance for

36



12 Policy & Internet, 9999:9999

Law Enforcement Act (CALEA). The act ordered all telecommunications
providers to produce “surveillance-friendly” infrastructures that would allow the
government to silently participate in personal phone calls. Congress approved
$500 million to implement the act and allowed the use of subpoenas instead of
search warrants to obtain telephone records. Despite disputes between industry
and the FBI over privacy-intrusive implementation standards, the industry had to
compromise and adopt most of the FBI's requests. In 2006, under pressure from
security agencies, the Federal Communications Commission (FCC) expanded the
CALEA’s authority to include new methods of communication, like Voice-over-IP
operators and Internet communications.*

The 1990s also witnessed failed policy attempts to expand the legal authority
over government information collection. Following the 1995 bombing of the
Murrah Federal Office Building in Oklahoma City and the 1996 TWA flight
explosion, the FBI and the Clinton administration pushed for expanded surveil-
lance authorities, which Congress opposed.’ It seems that the policy climate in
the 1990s did not support the expansion of the government’s authority, beyond
“adjustments” to the changing nature of communication technologies.’!

In contrast, by the early 2000s, and especially after the 9/11 attacks, Congress
broadly accepted the government’s expanded surveillance authorities. In 1998, the
FISA was revised to allow surveillance on pen register and trap-and-trace
devices,® and to permit foreign intelligence investigations to access business
records. A few weeks after 9/11, Congress passed the 2001 Patriot Act. In a tense
and fearful atmosphere,® the act received little scrutiny in Congress or by the
media, even though it incorporated provisions that Congress and the courts had
previously rejected (Kerr, 2003, p. 637). The act amended almost every privacy
statute, > including the 1986 ECPA, and allowed the government to collect new
types of metadata like email headers, IP addresses, and URLs. Moreover, Section
218 of the act removed the “FISA wall” barrier for usages of collected information,
which meant that criminal investigators could conduct surveillance under laxer
privacy protections of the foreign intelligence regime (Solove, 2011, p. 74).

After 9/11, many argued that the crime/foreign intelligence distinction
prevented critical information sharing between government agencies. Conse-
quently, the Patriot Act’s expanded FISA authority had invoked this justification
and permitted the government to rely on FISA protections in cases for which
foreign intelligence gathering is only one of many goals.” Attorney General
Ashcroft, in his 2002 guidelines, further eliminated the separation by allowing the
government to apply loose privacy protections on domestic information collec-
tion.® These developments allowed the government to surveil citizens not
suspected of wrongdoing, while the application of the secrecy characteristics of
foreign intelligence practices to crime-mitigation efforts had eliminated the
accountability of government agents (Solove, 2011, p. 77).

Section 215 of the Patriot Act also allowed the FBI to collect any tangible piece
of information for foreign intelligence purposes as long as it did not directly
relate to a U.S. citizen. Documents exposed by Edward Snowden revealed that
since 2006, the NSA interpreted this section as permitting the direct bulk
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collection of metadata from U.S. citizens’ phone calls.”” NSLs were addressed in
the Patriot Act through Section 505, which amended the 1986 ECPA to relax
restrictions on the type of data subject as well as the requirements for the FBI
agent requesting a NSL.*®

Congress reauthorized the Patriot Act twice in the 2000s. In 2005, Congress
amended Section 215 by limiting information collection to FISA court author-
izations for which the government provides proof of relevance. In practice,
however, the NSA broadly interpreted these court limitations to collect metadata
from U.S. citizens’ phone calls.*’ The reauthorization also prompted Congress to
reach a compromise on the use of NSLs.%° In 2011, Congress extended the act’s
sunset provisions without significant privacy limitations. The government could
continue to use roving wiretaps and search for the business records of non-U.S.
citizens without confirmed ties to terrorism.

The executive branch, however, was interested in additional information
collection practices. Unsatisfied with the FISA’s privacy barriers, the Bush
administration secretly launched the President’s Surveillance Program (PSP) from
2001 to 2007. This program allowed the NSA to conduct domestic surveillance
without a FISA warrant or judicial oversight, possibly on U.S. citizens, if the
domestic individual communicates with a foreign entity (Solove, 2011, p. 81). It
circumvented existing regulations and created a new path for information
collection on U.S. citizens.*!

The program was never approved by Congress, but President Bush argued
that the 2001 congressional resolution on the use of military force after 9/11
broadly authorized him to conduct surveillance without congressional approval
(Solove, 2011, p. 83). Both the DOJ and FISA courts sided with the Bush
administration. President Bush reauthorized the program and its classified status
every 45 days without a court order and justified each reauthorization by citing a
continued state of emergency. He said he would inform Congress about the
nature of the program as soon as he ascertained that doing so would serve the
national interest (Kleinig et al., 2011, p. 40).

The New York Times exposed these surveillance programs in 2005.* In
response, Attorney General Gonzales confirmed their existence and claimed that
the government only conducted surveillance when it reasonably believed that at
least one party to the communication was outside the United States and affiliated
with a foreign agent. Whistleblower Mark Klein later refuted this claim and
revealed that the NSA had full access to the communications of all AT&T
subscribers based on the program.*®

In 2008, Congress passed the FAA and created Section 702 to authorize these
surveillance programs. The section established separate procedures for targeting
non-U.S. citizens outside the United States without a court order and gave the
NSA the authority to acquire information on U.S. citizens that might be part of
the gathered data.** This practice, also known as NSA’s “about” collection, took
place without proper privacy oversight and could be harmful to U.S. citizens’
privacy.*> The FAA also provided retroactive immunity to telecom companies
that illegally collected information on behalf of the government between 2001 and
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2007 (Solove, 2011, p. 89). In 2012, the FAA was reauthorized for an additional
five years without any additional privacy protections. The statute authorized the
NSA’s PRISM program, which collects Internet communications from U.S. digital
service providers such as Google and Yahoo and can unintentionally include the
personal information of U.S. citizens.

Overall, the second period reflects the increasing harms of privacy on behalf
of national security. The 14 policy events under analysis exhibited two temporal
policy trends: (i) In the 1990s, the executive branch responded to technological
developments that challenged the government’s surveillance capabilities and (ii)
in the 2000s, security crises allowed the expansion of the government’s authority
to collect information without oversight or scrutiny. During the 1990s-2000s,
Congress’s role shifted from providing a check against the expansion of the
executive branch’s surveillance authorities to deferring to security officials and
supporting legislation that extended the government’s surveillance authority.
Fear after 9/11 was a decisive factor in Congress’s retreat from oversight. The
executive branch effectively used the sense of urgency to legitimize its expansion
of surveillance authorities that undermined privacy. Technological developments
also provided an important context for legislation that ultimately broadened
surveillance authorities. Commercial interests in protecting privacy were also
eroded during this time. In the 1990s, businesses effectively lobbied against
limiting the exports of encryption technologies, opposed the Clipper Chip
program, and fought against the FBI's implementation of the CALEA. But
following the 9/11 attacks, commercial interests did not introduce privacy-related
opposition to the expansion of national security authorities.

Third Period: 2013-18

After 20 years of significant harms to privacy for national security, the third
period, with nine policy events, revealed conflicting trends of both harming
privacy for national security and constructing compromises between the two goals.
This period started in June 2013, with Edward Snowden’s exposure of the U.S.
government’s wide-ranging surveillance practices. The disclosures led to public
outcry, facilitated the formation of unlikely coalitions in Congress, and renewed
technology companies’ opposition to government surveillance (Wizner, 2017, p.
899). Although this period does not exhibit a clear trend toward one extreme or the
other, prioritizations of privacy protections over national security during this
period do suggest a reversal from a few decades of national security supremacy.

In 2014, President Obama published the Presidential Policy Directive (PPD)
#28. It was the first time the White House published principles and protocols for
foreign intelligence. The directive stated the importance of properly authorizing
surveillance practices, required the minimization of information collected, and
limited bulk collection practices in certain cases. It also protected the privacy of
non-U.S. citizens, but with a long list of national security exceptions.*® President
Obama also called on Congress to declassify FISA Court decisions and appoint
independent advisers for FISA Court cases.*
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In 2015, Congress passed the U.S. Freedom Act. This statute, enacted after the
sunset of the Patriot Act’s Section 2015, limited privacy-harming national security
practices for the first time since 1978 by ending the direct bulk collection of phone
call metadata.*® It also required the appointment of external technical personnel
to secret FISA Courts, and publication of further rulings that set new surveillance
authorization precedents. The Act required security agencies to be as specific as
possible when issuing NSLs, noted that the disclosure of a letter request should
not conclusively be treated as a danger to national security, and allowed these
requests to be challenged in court.*’

Beyond legislation, intelligence agencies limited their own privacy-harming
practices. In 2017, the Director of National Intelligence (DNI) published guidelines
that restricted the CIA’s collection of publicly available information. This was the
first time restrictions on information collection were placed on the CIA since EO
#12333 of 1981.°° In the same year, the NSA announced it would stop conducting
“about” searches of bulk communications data based on FISA Section 702, and
would reduce the likelihood of surveillance of U.S. citizens based on identifiers
caught in communications between foreign agents.”’ In addition, the agency
announced it would delete most information previously acquired through this
practice.

During this period, the private sector also attempted to limit national security
practices in court. In 2016, following a motion for assistance from the DOJ, Judge
Sheri Pym of the United States District Court for the Central District of California
ordered Apple to assist federal investigators in unlocking the phone of Syed
Farook, who was responsible for the December 2015 San Bernardino shootings.
Apple had judicially challenged the order, filing an appeal in district court.
Breaking one phone, the company argued, could create a path to open hundreds
of millions of other phones, undermining the privacy, and security, of digital
infrastructures.*

Another significant case of private sector resistance to government surveil-
lance practices was Microsoft Corp. v. United States (2015), in which Microsoft
refused to comply with a search warrant for emails on its servers located outside
U.S. jurisdiction. Noting that cloud computing is not properly addressed in
warrants based on the 1986 ECPA, the company argued that people’s privacy
should be protected by the laws of their own countries.”® During Supreme Court
hearings on the case, Congress passed the 2018 Clarifying Lawful Overseas Use
of Data (CLOUD) Act and made the court dismiss the case. The act gained
consensus by clarifying that a warrant issued under the 1986 ECPA applies to
data overseas only if it does not violate the law of the country in which the data
is hosted. It also required a review of how data is processed by foreign countries
and ensured that governments only collect information on their own citizens
overseas. Privacy advocates worried that the president could create “executive
agreements” with other countries and easily obtain data on citizens located
outside U.S. borders.”*

Despite the incorporation of privacy-protecting measures into national
security policies, this period also witnessed a few policies that harm privacy for
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national security. Despite a 2014 recommendation from the President’s Review
Group on Intelligence and Communication Technologies,” the White House
declined to reform the 1981 EO #12333.5° Currently, the order increases the
likelihood of incidental collection of personal information on U.S. citizens who
use global communication services and reside overseas. This incidental collection
on U.S. citizens can take place without any evidence of wrongdoing and with no
limits on the volume of information that can be collected. Additionally, in 2015,
Congress passed the CISA, which incentivized companies to share their data with
the government and created new avenues of nontransparent government
information collection without a court order. Negotiations over the bill took place
behind closed doors and did not include privacy actors.”” The 2017 DNI
guidelines for sharing counterterrorism information also infringed privacy,” as
the guidelines allowed domestic security agencies to use information collected by
the NSA with lax privacy protections and further eroded the “FISA wall.”

Congress also legitimized privacy harms in this period through the 2018
bipartisan reauthorization of FISA Section 702 for six years. This section allows
security agencies to collect information on non-U.S. persons located overseas. It
also permits incidental collection on U.S. persons who were part of the content of
communications gathered. Snowden revealed that Section 702 not only allows
collection without a warrant, but also enables the government to search
information based on identifiers of U.S. citizens.”® The government recently
argued that information collected under this section is governed by strict
minimization and use rules.®® Still, it defines national security crimes such as
terrorism or cyber threats as exceptions. Privacy advocates viewed this reauthori-
zation, despite a few new limitations, as permission for the intelligence
community to conduct surveillance without a warrant, potentially on U.S.
citizens.®!

Overall, the privacy and national security trends in the third period were
contradictory (see Table 1). Policy events indicate both privacy harms on behalf
of national security and the construction of compromises between the two
goals. Congress limited foreign intelligence practices for the first time since
1978 but also reauthorized FISA’s Section 702 with mild limitations, making
President Bush’s 2001 unprecedented expansion of surveillance powers a
mainstream national security practice. The executive branch also exhibited
conflicting trends; it addressed foreign intelligence-gathering and called on
Congress to increase checks and balances, while some of its intelligence
agencies self-limited their data collection practices. At the same time, the
executive branch increased its powers to collect information for cybersecurity
purposes, published internal information sharing policies, and expressed
reluctance to reform EO #12333. Commercial companies showed renewed
resistance to government surveillance practices through courts, and initiated
debates about the appropriate balance between privacy and national security.
Technological changes were not as significant as in previous periods but did
provide the context for policy debates between commercial companies and the
government.
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Table 1 summarizes trends in contradictory dynamics between privacy and
national security over time. The roles of Congress, the executive branch, and
commercial interests are highlighted, together with an assessment of how
technology was used as a context in each period.

Table 1. Temporal Policy Trends of Privacy Versus National Security in the U.S. Federal Arena (1968

2018)
The Executive Commercial Technological
Congress
9 Branch Interests Context
Period | Applied checks on | Different Emerging policy Technology
(1968-1989): the executive presidential influence and threatened
: branch following administrations promotion of privacy.
Consiiictiontor pro-privacy court limited and increased
Compromises rulings. expanded consumers’
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mechanisms re-authorized authorities. practices in authorities.

were established expansions in courts.
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Complementary Relationships

The analysis of complementary dynamics between privacy and national
security includes 25 policy events between 1974 and 2017 that protect vital personal
information systems. Since the 1960s, federal officials warned that digital informa-
tion was prone to unauthorized access (Warner, 2012, p. 786). Twenty years later,
the protection of both federal and private sector industries became a major policy
concern. When technologies like TCP/IP and Hyper-Text Transfer Protocol (HTTP)
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boosted the usability of cyberspace and created a digital economy, commercial
interests played a larger role in the policy process. But while federal networks were
heavily regulated, there was a consistent lack of private sector information security
requirements, even though the recent and increasing role of government agencies
in the policy process has started to push back this trend.

Congress initiated the cybersecurity regime in 1984 when it criminalized
computer property theft and the destruction of data.®” The executive branch first
regulated U.S. government systems through the 1990 NSC Directive #42.°> Tn 1996,
government departments created the roles of Chief Information Officers (CIOs), who
were assigned to oversee information technology (IT) purchases and integration.**
When the Department of Homeland Security (DHS) was established in 2002, a new
meta-regulator was created to oversee federal networks’ protection. Additionally, the
2002 FISMA updated federal networks’ mandatory protections. Every federal
department had to conduct a risk-management plan, adopt NIST’s standards, and
faced fines for noncompliance. The act also established a federal incident center for
risk mitigation and gave the Office of Management and Budget (OMB) responsibility
for federal cybersecurity. Since then, the OMB has published breach notification
requirements, expanded DHS authorities, and required the implementation of the
secure Domain Name Services (DNSSEC) protocol in federal networks.*®

While federal networks were heavily regulated, the private sector faced few
requirements. Congress’s first unsuccessful attempt to regulate private corpora-
tions was the 1974 Privacy Act, which would have established a federal privacy
protection agency. During the legislation process, private industries argued that
there was little evidence of privacy harms in commercial information practices
and that they were already overburdened by government regulations (Regan,
1995, pp. 77-79). The Clinton administration, whose “Framework for Global
Electronic Commerce” (Clinton & Gore, 1997) described online businesses as
essential to the growing economy, was also reluctant to limit business expansion
by regulating their operations. The framework instead called for self-regulation
and left privacy decisions to commercial companies. These early policy decisions
set the stage for decades of lax private sector requirements.

Despite this hands-off approach, Congress passed the Health Insurance
Portability and Accountability Act (HIPAA) in 1996, which set privacy and security
standards for health records. Following private companies” concerns about the cost
and complexity of the regulations, the act became a binding federal rule only in
2003. In 2009 and 2013, Congress amended HIPAA through the Health Information
Technology for Economic and Clinical Health (HITECH) Act, which strengthened
the Department of Health and Human Services” enforcement powers, increased the
amount of liable entities, and created breach notification requirements.

The Gramm-Leach-Bliley Act (GLBA) of 1999, Sarbanes—Oxley (SOX) Act of
2002, and the Dodd-Frank Wall Street Reform and Consumer Protection Act of
2010 each instituted privacy and cybersecurity requirements for financial services
providers. Section 501 of GLBA required financial institutions to protect the
security and confidentiality of customers’ personal financial information. Section
404 of the SOX act allowed the Securities and Exchange Commission (SEC) to

43



Sivan-Sevilla: National Security and Privacy Risks in U.S. Federal Policy 19

become a federal cybersecurity regulator of publicly traded companies. Since
2013, the SEC has published independent policies that strengthened its authority
over cybersecurity. Additional legislation included Title X of the Dodd-Frank
Wall Street Reform, which empowered the Consumer Financial Protection Bureau
(CFPB) to become a cybersecurity auditor for the financial industry.

In 2010, the Department of Commerce readdressed the private sector; however,
instead of instituting mandatory requirements, it issued voluntary guidelines.®®
Still, some policy events since 2013 reflected an increased independence of
government agencies to issue private sector cybersecurity provisions. In 2013, the
FCC issued voluntary recommendations to communication providers for mitigat-
ing cybersecurity risks,%” and in 2016, it published a new rule that required Internet
service providers (ISPs) to protect consumer security and privacy. However, the
Trump administration has already reversed these mandatory guidelines.®® The
Federal Trade Commission (FTC) has also recently become more influential,
especially after the third U.S. Circuit Court of Appeals in Philadelphia ruled in FTC
v. Wyndham Worldwide Corporation (2015) that the FTC had the authority to enforce
cybersecurity protections in the private sector.

Overall, policies that exhibit complementary relationships between privacy
and national security were created in a limited number of sectors (see Table 2).
While federal network security was high on the regulators’ agenda, they did not
impose mandatory requirements on private sector systems. Binding regulation
was barely present outside of health and financial services, and companies relied
on self-regulation models. Since the 1980s, government agencies have regulated
federal networks’ security and privacy through the creation of new departments
and the assignment of new responsibilities for federal networks” security. In the
1990s, the increasing threat landscape created the need to more directly regulate
health and financial service providers. Since 2011, however, a new policy trend

Table 2. Complementary Privacy and National Security Policy Dynamics in the U.S. Federal Arena
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has partially diverged from this equilibrium. The FCC, FTC, SEC, and CFPB all
gradually became more independent and elevated their authority to regulate
privacy and national security risks posed by private sector networks.

Following the analysis of privacy and national security over time, the next
section addresses these policy events across policy arenas to highlight the
influence of additional factors on policy outcomes.

Analysis Across Policy Arenas

In this section, the three regulatory regimes are analyzed across the different
policy arenas, focusing on: (i) the contextual factors of policy changes; (ii) level of
transparency in the policy process; (iii) variance of actors involved; and (iv) influence
of commercial interests. Each policy arena can be seen to vary in its policy process,
and consequently to construct different types of relationships between privacy and
national security. This section highlights the main points for analysis of the policy
process according to the criteria above. The list of policy events in each arena is
included in the methodological annex (see the Appendix).

Information Collection for Criminal Investigations

Fourteen policy events were analyzed with regards to information collection
for criminal investigations between the years of 1968 and 2018. Analysis of the
policy context showed that the courts and technological developments were
influential drivers of policy change. Courts pushed Congress to initiate the 1968
Wiretap Act (after several failed attempts) and the 1978 RFPA, which introduced
NSLs as an information collection practice in times of emergency. Meanwhile,
technology was taken as grounds for policy debates over the 1968 Wiretap Act,
1986 ECPA, 1993 Clipper Chip, and 1994 CALEA. Challenges posed by new end-
to-end encryption and cloud computing technologies were also central in the
recent Microsoft Corp. v. United States (2015) and Apple’s 2016 judicial challenge to
assist the FBI in accessing one of its iPhone models. The context of security crises
was a less influential driver of policy change. For example, FBI attempts to extend
government authority over personal information following the 1995 Oklahoma
shooting and 1996 TWA plane explosion did not pass Congress.

Also, in this arena, Congress consistently ensured transparency in privacy
and national security policy discussions. It openly discussed the balance between
the two during the 1968 Wiretap Act, 1986 ECPA, 1993 Clipper Chip Program,
and 1994 CALEA policy debates. Even when the FBI demanded greater access to
new technologies, especially during the 1993 Clipper Chip and 1994 CALEA
debates, Congress facilitated an open deliberative process. This was also apparent
during congressional hearings on Apple’s dispute with the FBI and the enactment
of the 2018 Cloud Act following Microsoft’'s opposition to comply with the
government’s request to access information on commercial servers.

The policy events also reflected high levels of actor variance. Security
agencies, Congress, industry, and civil society all participated in the policy
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processes of the 1968 Wiretap Act, 1986 ECPA, 1993 Clipper Chip, and 1994
CALEA. Still, despite the involvement of representatives from many sectors in the
policy process, consensus was rarely reached, and significant compromises took
place. For instance, in the policy debates leading to the enactment of the 1968
Wiretap Act, privacy advocates were reluctant to support a bill that authorizes
wiretapping of U.S. citizens’ communications but realized that a total ban on
wiretapping was unlikely and wanted to influence the policy process. Security
agencies, on the other hand, opposed placing any restrictions or extra burdens on
wiretapping efforts in the fight against organized crime. During the policy
process, the goal of all parties was to allow wiretapping with careful judgment
(Regan, 1995, p. 125). The parties had to agree upon the list of crimes appropriate
for wiretapping and discuss the type of authorization needed from either a court
or the attorney general. Eventually, privacy advocates and security agencies were
able to find a middle ground and reached a compromise for the terms of
authorized wiretapping, with the requirement of annual reporting by security
agencies to Congress on federal and state wiretapping court orders.

Another example of the compromises that took place was in the policy
debates before the enactment of the 1986 ECPA. This was an extraordinary case
in which consensus was reached within two years by the parties involved. All
parties wanted to clarify the legal procedures over wiretapping new methods
of communications: Industry wanted to ensure the privacy of customers and
increase market competitiveness, security agencies wanted to clarify the legal
statutes of collected information from new forms of communications, and
privacy advocates were interested in expanding privacy protections to new
methods of communication. Each party had its interests to push for a new
wiretapping legislation. Specifically, the DOJ was cautious and did not want to
lose evidence gained without a warrant according to the Wiretap Act. Further,
civil groups headed by the American Civil Liberties Union (ACLU) formed a
coalition to come up with a policy proposal in order to ensure privacy
protections for new forms of digital communications, protect the content of
communications, and pose privacy requirements on communications transmit-
ted over networks not solely operated by common carriers. At the same time,
the Office of Technology Assessment (OTA) studied the issue, bringing together
privacy advocates, technology experts, business leaders, and the DOJ. Industry
was supportive as well and did not raise significant opposition, even though
the proposed bill influenced many telecommunications market segments. In
order to sell their products and services, telecom manufacturers and providers
wanted to ensure the privacy and security of their customers’ communications.
The OTA report became the baseline for all policy discussions in Congress, and
all parties were able to agree on the problems and gaps in the 1968 Wiretap
Act that needed to be addressed. Before the passage of the bill, the DOJ was
reluctant to change the well-understood structure of the Wiretap Act and
hesitated to impose additional burdens on law enforcement agents. The
department insisted that emails and computer transmissions over wires would
be covered by a new statute, but eventually had to compromise, as the passed
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bill included these forms of communications as well. Despite this compromise,
the DOJ was able to get its advocated changes, which included expanding the
list of felonies for which a wiretap order may be issued, an increase in the
number of DOJ officials who may apply for a court order, and the authorization
to wiretap unspecified phones in case the surveillance target is changing
phones.

In an additional example, during the 1993 Clipper Chip program’s
implementation, security agencies, and the Clinton administration had to
compromise, despite their willingness to impose a new breakable encryption
standard on the market. Initially, the White House approved, without
congressional authorization, a new encryption standard that allowed the
government to access encrypted communications and imposed export controls
to prevent the spreading of strong encryption standards. Privacy advocates
and technology activists, who were worried that the government could easily
wiretap encrypted personal communications, opposed the government’s
aggressive attempts to impose a particular technology on the entire market. A
few congressional officials stated that they would not authorize funding for
the program. The telecommunications industry, other than AT&T, also
opposed these efforts, claiming that export controls would cripple their ability
to compete, and they could lose sales to foreign competitors. On the other
hand, the government promised AT&T that it would buy massive amounts of
the company’s products with the Clipper Chip installed. Clipper Chip defend-
ers argued that the scheme was voluntary and prevented communications
from being immune to lawful interception. Terrorist threats moved the Clinton
administration to act and approve the Clipper Chip scheme, as the govern-
ment viewed the crypto-revolution with alarm and wanted to contain it. NIST
responded to industry and privacy advocates’ objections by claiming that the
Clipper Chip standard was voluntary, decryption would occur only when
legally authorized, there were no known trapdoors in the secret algorithm,
and the adoption of the Clipper Chip program would make stronger
encryption available. Despite the aggressive push by the administration and
security agencies, the Clipper Chip did not gain momentum in the market. In
response, Congress called for an independent study on national encryption
policy by a panel of experts from government, industry, and academia under
the supervision of the National Research Council. The panel recommended
the strong use of cryptography by the market and for an immediate loosening
of export-control regulations. The panel also observed that the Clipper Chip
was a new technology that came with potential flaws and urged the U.S.
government to experiment with the technique rather than aggressively
promoting it. They claimed that the United States would be better off with
widespread use of cryptography than without it. Eventually, despite consis-
tent promotion by the administration and security agencies, opposition by
industry, and privacy advocates led to the removal of export controls and the
lack of adoption of the proposed government encryption standard by the
market.
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In another example, the implementation processes of the 1994 CALEA, it was
the industry that had to compromise according to the interests of security
agencies. The background to the bill was FBI claims that the new technology of
digital phone switches was impeding its wiretapping ability. The head of the FBI,
Louis Freeh, provided the House and Senate Judiciary Subcommittees details of
183 instances in which the FBI had encountered difficulties in conducting court-
authorized interceptions. The pressure was fruitful, and Congress enacted
CALEA, requiring telecommunications networks to deploy new “surveillance-
friendly” communication standards by January 1, 1995. The attorney general
decided that the FBI would be responsible for determining the level of
surveillance standards that telephone companies would have to meet, and the FBI
required a capacity to wiretap approximately 30,000 lines simultaneously. The
statute, however, required that the industry, rather than government, would be
responsible for designing the new system according to the FBI's needs (Diffie &
Landau, 2007, pp. 220-222). The FBI and industry had disputes over the
requirement to enable law enforcement agencies to determine the precise location
of a wireless user.”” The Cellular Telecommunication Industry Association
opposed turning all wireless phones into location beacons and argued that it was
against the wording of the legislation. The FBI agreed to redraft its purposed
cellular standards, and the industry later agreed to include location information
in collected telephone data from other devices. Still, the FBI wanted to add even
more privacy-intrusive requirements, including multiparty monitoring on partic-
ipants who had already left the call and the adoption of a vast definition of “call-
identifying information” that could be collected, overriding metadata collection
limitations set by the 1986 ECPA (Diffie & Landau, 2007, pp. 220-222). These
additional requirements tipped off a dispute between industry and the DOJ. As
the October 1998 deadline approached, the FBI threatened to fine any company
that would not adopt its interpretation of the new law. To settle the dispute, the
FCC reported in 1999 that most FBI requirements to include telephone calls’
contents, location information, and metadata were covered by the new industry
standard (Gidari & Coie, 2006). Overall, industry had to make significant
compromises and implement FBI requirements in digital phone products despite
privacy concerns. Without a clear business interest for telecom companies against
CALEA, privacy interests lost to the security agencies’ increased appetite for
personal information.

Commercial industry and business leaders influenced significant policy
events in this arena. They supported privacy protections to satisfy their
customers during the 1986 ECPA policy debates and were significant in
pushing this wide-reaching legislation so quickly in the legislative process.
They also successfully blocked the administration’s Clipper Chip initiative
and removed export controls of encrypted products to allow better terms of
market competition with foreign competitors; they were similarly influential,
albeit less effective, in designing and implementing CALEA’s standards
despite disputes with the FBI. Overall, the role of commercial interests in
the 1980s and 1990s in this arena was significant given the support of
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telecommunications companies in promoting the privacy of their costumers
from a business perspective. They also wanted to compete with foreign
telecommunication companies and remove barriers to sell encrypted products,
despite the interests of security agencies. The resistance of commercial
companies to government surveillance became relevant again in this arena after
the 2013 Snowden revelations. But this time, the resistance came from software
and hardware companies rather than telecommunication companies. New
technological contexts led Microsoft, in the Microsoft Corp. v. United States (2015)
case, and Apple, in its refusal to assist the FBI (2016), to resist government
surveillance in order to ensure the privacy of their customers. It is important to
note that other global service providers like Google and Facebook, which base
their business models on the processing of personal information, did not pose
significant opposition to government’s surveillance practices. Apple and Micro-
soft, which do not rely on the personal information of their customers for
revenue, became privacy champions in order to promote their commercial
interests.

Overall, events in this arena constructed different compromises between
privacy and national security. These relationships result from political
patterns that: (i) allow an increasing number of policy actors to be part of
policy processes that affect privacy and national security; (ii) enable
transparency and public debates over privacy and national security issues in
Congress; and (iii) are influenced by commercial interests that push for
consumers’ privacy protections when they converge with their business
interests.

Foreign Intelligence

Nineteen foreign intelligence policy events between the years of 1978-2018
were analyzed. They exhibit mostly stable trends in the privacy/national
security relationship. The initial balance set in the 1970s skewed toward
national security after the 9/11 attacks, and then to some extent has been
pushed back since 2015. Privacy scandals and security crises drove policy
change. For example, the establishment of the 1976 Church Committee arose
from controversies over government collection of U.S. citizens’ personal
information. Meanwhile, security crises led Congress to prioritize national
security over privacy. During this time, Congress (i) amended FISA in 1998; (ii)
launched PSPs and passed the 2001 Patriot Act following the 9/11 attacks; and
(iii) passed the 2008 and 2012 FAAs to legitimize surveillance that can
incidentally include personal information on U.S. citizens with minimal privacy
protections. In 2013, new privacy scandals around the Snowden revelations led
Congress to pass the 2015 U.S. Freedom Act, limiting foreign intelligence
practices for the first time since 1978.

Technology served as a justification both for better privacy protections,
as stated by the 1976 Church Committee, and for increased government
surveillance capabilities, as reflected in the 2001 Patriot Act. Policy processes
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in this arena were less transparent than those in the previous arena
analyzed. While Congress set a framework for information collection by
security agencies, the executive branch secretly deviated from these policies
in such instances as the 2001 Bush administration’s expansion of its
surveillance authorities. This and other privacy-harming practices only
became known to the public after such whistleblowing acts as John Tye’s
2014 revelations about the use of 1981 EO #12333 to collect the content of
communications overseas, the 2005 New York Times’ exposure of the unlawful
PSP, and the 2013 Snowden revelations about the NSA’s metadata and
“about” collection practices.

Actor variance in this arena was limited as well. Aside from two outliers in
the 1978 FISA and 2015 U.S. Freedom Act, privacy advocates and business leaders
were excluded from the policy process. The 1981 EO #12333, 2002 Attorney
General Ashcroft Guidelines, 2001-2007 PSPs, 2008 FAA, and 2017 DNI guidelines
on information sharing were all privacy breaches that the executive branch
mandated in the name of national security, and only partially required
congressional authorization. Still, Congress provided some privacy protections in
its reauthorizations of FAA and the Patriot Act. Commercial influence on these
policy processes was also limited, as businesses did not publicly oppose foreign
intelligence gathering. Even though whistleblowers exposed NSA collaborations
with private companies,”® the policies under analysis do not indicate either
convergence or divergence of interests between commercial actors and the
intelligence community.

Overall, the analysis revealed a clear preference for national security over
privacy. With low actor variance and a high level of secrecy, the executive
branch dominated the agenda and aggressively pushed for greater surveillance
powers. Security crises provided legitimacy for an expansion of national
security authorities, and Congress did not successfully provide checks on the
executive branch’s surveillance powers. In contrast, privacy scandals following
the 1976 Church Committee and 2013 Edward Snowden revelations enabled
Congress to produce rare privacy protections through legislation. In the period
of 30 years of foreign intelligence gathering policies, this arena was influenced
by pro-privacy interests only twice (in 1978 and 2015) and only after significant
privacy scandals.

Cybersecurity

Thirty cybersecurity policy events between the years of 1974-2016 were
analyzed, finding that the context for policy change has shifted over the years.
The rapidly evolving threat landscape in the 1980s framed cybersecurity as a
national security issue and laid the groundwork for sanctions on hackers and
regulation of federal networks (Dunn Cavelty, 2008, p. 44). In the 1990s, the
government tried to respond to new threats by creating CIOs in each federal
department and establishing DHS as the meta-regulator for U.S. cybersecurity.
The expansion in telecommunications technology in the 1990s increased online
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commerce and information processing, but also increased the scope of vulner-
abilities beyond federal networks. In response, the government enacted policies to
protect health and financial service providers, but did not extend its reach to
other private sectors.

Since most cybersecurity policies were uncontroversial, transparency in
the process was high. But a few policies created tension between privacy
and national security, and reflected limited transparency. President Reagan’s
1984 authorization of the NSA to protect federal networks contradicted the
1965 Brooks Act and was later expanded by a 1986 internal policy
memorandum without congressional approval (Dunn Cavelty, 2008, p. 50).
Congress pushed back against executive branch policies in the 1987
Computer Security Act, which provided oversight mechanisms and re-
assigned NIST as the responsible authority. But the executive branch,
through a 1989 memorandum of understanding between NSA and NIST,
regained influence and increased secrecy in the process of protecting
information systems (Dunn Cavelty, 2008, p. 51). The legislative process over
2015 CISA also lacked transparency, as negotiations over the bill took place
behind closed doors and the final draft was released two days before voting,
preventing any meaningful scrutiny.”!

The variance of policy actors in this arena was high and included Congress,
the executive branch, and industry. Privacy advocates tried to intervene in
policies that infringed privacy, but their influence was limited. For instance, the
FTC played no role in the 2015 CISA policy process, despite the bill’s privacy
implications. Since 2010, Congress has been less involved, while the SEC, CFPB,
FCC, and FIC increasingly initiated information security and privacy policies
within their jurisdictions.

Commercial interests had a significant influence on these policy processes.
Congress struggled with imposing mandatory requirements on the private
sector, from the early debates over the 1974 Privacy Act to its failed attempts to
pass a federal breach notification law during the 2000s.”> Commercial interests
consistently pushed for bottom-up regulatory models” and relied on the
“hands-off” policy approach taken by Congress and the executive branch since
the 1974 Privacy Act, the Clinton administration’s 1997 Global Electronic
Commerce Framework, and Department of Commerce’s 2010 voluntary guide-
lines. Another sign of commercial influence was the successful passage of an
information-sharing bill (CISA) after 15 years of failed legislative processes,”
and only after liability waivers were introduced to incentivize the support of
private companies.

Overall, the 30 policy events studied here reflected complementary relation-
ships between national security and privacy in the federal, health, and financial
sectors, with a few outliers that created tension between the two goals. The
rapidly evolving threat landscape drove Congress to extend the reach of
information security regulations, and elicited pushback from influential private
interests. Most policy events were transparent and demonstrated an increasing
presence of government agencies. Still, the few policies that created tension
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between privacy and national security usually lacked privacy scrutiny and
involved a limited number of actors.

Table 3 summarizes privacy and national security trends across policy arenas
through the assessment of context, transparency, variance of actors involved, and
influence of commercial interests on the policy process.

Table 3. The Construction of Privacy vis-a-vis National Security Across Federal Policy Arenas Over

Time (1968-2018)
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Conclusion

This article finds that U.S. federal decision making over privacy and national
security comprises a patchwork of laws and regulations that change over time
and across three policy arenas. Overall, the analysis confirms and further
elaborates on hypotheses from the literature—finding that privacy often loses to
national security in the policy process (Diffie & Landau, 2007; Regan, 1995;
Solove, 2011). This is not only reflected quantitatively (out of 38 policies of
contradictory dynamics, 21 harmed privacy for national security), but also
qualitatively, setting unprecedented expansions in surveillance authorities. Once
a privacy-harming policy is introduced, it is unlikely to be fully remedied. For
instance, the erosion of the “FISA Wall” by the 2001 Patriot Act and the authority
provided by FISA Section 702 to conduct surveillance without a warrant have
never been fully reversed.

The analysis also finds that technology is a significant factor for policy change
(Diffie & Landau, 2007; Regan, 1995). It is instrumentally used by privacy advocates,
security officials, and commercial companies according to the political climate of the
time, and can be a source of privacy protections (in the 1970s and 1980s) or harms (in
the 2000s). Additionally, the framing of issues was crucial for determining the balance
between privacy and national security (Regan, 1995). This policy framing is changing
across policy arenas and mediates political patterns that vary on the levels of
transparency, variance of actors, and influence of commercial interests, leading to the
construction of different types of relationships between privacy and national security.

The academic literature also shows that lawmakers coupled national security
policy debates with security crises in order to legitimize the actions of the
executive branch. For example, after 9/11, this tendency prevented meaningful
evaluations of security measures and encouraged deference to security officials
(Solove, 2011). The study reported here, however, finds that this trend varied
across time and context. Security crises in the 1990s did not create meaningful
privacy harms. In addition, privacy scandals have led to a pushback against
surveillance practices and served as a driving context for policy change as well.

Another important finding is that since the 1980s, businesses contributed to
the opposition to privacy harms (Diffie & Landau, 2007), but in changing degrees
across different periods. Moreover, businesses also resisted information security
and privacy regulations on their operations, leaving the public exposed to
national security and privacy threats from criminals and foreign states. The ability
of the government to effectively regulate cybersecurity is indeed questionable, but
the strong private lobby in Congress prevented the establishment of a federal
privacy regulator in 1974, fought attempts to pass a federal breach notification
rule in the 2000s, and ensured that the public would rely on companies’” judgment
and ability to protect against privacy and national security threats.

By considering the full spectrum of policy relationships between privacy and
national security, this study provides a better-rounded picture of the factors that
drive change and the ways the goals are balanced. Government can be a source of
both problems and solutions for citizens’ privacy. Meanwhile, the increasing
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influence of independent government agencies in promoting security and privacy
in private sector networks has come into conflict with traditional commercial
influence on these policy processes. This is a key power struggle to follow in the
future, as it could potentially diverge from the existing policy path in this arena.
Moreover, convergence of interests between commercial companies and intelli-
gence agencies is revealed across arenas, as both parties push for lax privacy
protections in the foreign intelligence and the cybersecurity policy arenas.

Tracing the roles of Congress and businesses over time also reveals an
alarming pattern. While both actors influenced the facilitation of a transparent
policy process and pushed back against the executive branch’s attempts to
expand surveillance in the 1980s and 1990s, they were considerably less effective
following the 9/11 attacks. Instead of holding the executive branch accountable,
Congress provided supportive legislation and passed measures without meaning-
ful debates. Furthermore, after 9/11, commercial interests were excluded from
policy processes, despite their influence in previous decades. The political climate
and policy course only changed after whistleblowers revealed executive branch
abuses of power throughout the 2000s. This happened four decades after the 1976
Church Committee exposed similarly severe and systematic abuses.

Despite a broad empirical approach, this research still does not consider all
relevant policy arenas for the study of privacy and national security policies. U.S.
states, which fill the federal vacuum in private sector privacy and cybersecurity
regulations, may have also influenced these relationships. Moreover, further
study of failed federal legislation attempts could reveal more nuanced trends in
the privacy and national security policy balance. Future research might also
conduct an in-depth study of just one policy arena and explain drivers for policy
change in comparison to other nations.

In this article, I have asked how and why privacy is governed vis-a-vis
national security and found that there is no single equilibrium between the two
goals. Rather, they are mediated by a plurality of contexts, interests, and policy
arenas. This complexity stresses the importance of understanding what shapes
these governance systems. Solove (2011, p. 30) argues that privacy is rarely lost at
once, but rather eroded over time. An overall erosion of privacy over time is
indeed revealed by this study, but there are multiple policy trends to follow,
which are shaped by different actors and policy processes. To better understand
the balance between privacy and national security, we need to assess the context
of power relationships between Congress, the executive branch, and commercial
interests, and pay close attention to the types of policy processes mediated by
these actors and the different levels of transparency and variance of actors they
allow in the policy process. As digital technologies increasingly shape our lives,
understanding how and why these governance systems operate will be essential
to the liberal nature of society.

Ido Sivan-Sevilla, M.A., Ph.D. Candidate, The Federmann School of Public Policy
and Government, The Hebrew University of Jerusalem, Mount Scopus, Jerusalem,
Israel [ido.sivan@mail.huji.ac.il].
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Notes

. Such vulnerabilities include “back doors” that make infrastructures less secure and more easily

accessible to government information collection (e.g., by decreasing encryption standards).
Technologists and civil libertarians argue that the technology does not differentiate between
government officials and criminal actors, and this introduction of back doors makes infrastructures
more vulnerable to hackers, and thus, less secure and less private. See https://www.schneier.
com/blog/archives/2016/02/the_importance_.html.

. Progress in computer processing, networking, and storage capacities removed most technical

barriers to surveillance. Instead of hand-picking their surveillance targets, governments can easily
spy on large portions of the population on a regular basis. Beyond searching homes, people, and
papers, governments now use technology to gather vast amounts of data, engage in audio, video,
and Internet surveillance, and track the movements of the public. Additionally, inexpensive
techniques for storing and processing personal information allow the government to create profiles
of citizens. By integrating distinct pieces of information, government can reveal one’s intimate
habits, interests, concerns, and passions (Granick, 2017, pp. 9-27; Solove, 2011, pp. 22-24).

. In the 2015 U.S. National Security Strategy, the variety of nonmilitary “national security” issues

reflected this perception, and includes financial stability, energy supply, environmental threats,
food safety, terrorism, global health, and cybersecurity. See http://nssarchive.us/wp-content/
uploads/2015/02/2015.pdf.

. Solove (2011, p. 66) distinguishes between national security issues and other criminal acts based

on the number of victims, which is usually higher in national security events, or by the means of
the attack, which tend to be more lethal and deadly in national security attacks. However, he
acknowledges that these categories are flawed. If one attempts to murder the president, it is still a
national security incident, despite the low number of victims. He also does not classify an incident
in which a man flew a plane into an IRS building because he objected to income tax as a national
security issue, despite the use of an airplane as a means of attack.

. I find Diffie and Landau’s (2007) suggested national security practice of maintenance of military forces

less relevant for the study of the federal policy relationships between national security and privacy.

. Notable studies include: Westin (1967), Jarvis (1975), Bevier (1989), Bennett (1992), Innes (1992),

Regan (1995), Moore (2003), Lindsay (2005), Solove (2008), Nissenbaum (2010), Raab (2014), and
Hughes (2015).

. The first metaphor is based on George Orwell’'s book 1984 (1949), in which a totalitarian

government controls its citizens through constant surveillance. This metaphor emphasizes the
privacy harms inflicted by techniques of social control. Solove (2011) argues that much of the data
gathered by governments is not sensitive (e.g., birth dates, gender, address) and therefore would
not embarrass people or create chilling effects on their behaviors. He also presents the bureaucracy
described in Franz Kafka’s The Trial (1925) as another metaphor of privacy infringement. The
protagonist of the book is arrested but not informed why. Kafka describes a bureaucracy that uses
people’s information to make important decisions about them, but denies the people any
knowledge of or participation in how their information is used. It shows that information
processing, in addition to information collection, disempowers individuals, and creates intransi-
gent structures between state institutions and citizens.

. Since this article focuses on how privacy is managed vis-a-vis national security practices of

information collection, I do not include Warren and Brandeis” (1890) spatial definitions of privacy.

. For example, cyber-crimes, financial frauds, and crimes linked to terrorism.
. By definition, cybersecurity is meant to make the digital information and network eco-system

safer. It refers to a set of technical and nontechnical activities and measures that protect the
components of cyberspace—hardware, software, and the information they contain—from threats
(Dunn Cavelty, 2010). The goals of a cybersecurity regulatory regime are threefold: to ensure the
confidentiality, integrity, and availability of information in cyberspace (Dhillon, 2006). Confidenti-
ality protects information from being disclosed to unauthorized actors, integrity prevents
information from being changed by unauthorized actors, and availability enables authorized
parties to access the information upon request.

These “policy events” include: federal statutes, executive orders, presidential orders and directives,
national security directives, federal register rules, court rulings, and policy guidelines that provide
additional interpretation to federal statutes.
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In these five cases of conflict between policy purpose and features, the decision was taken to classify
them according to features since the privacy-harming features of these policies are greater than the
privacy protections they aim to provide. These features infringe privacy in the face of government’s
information collection, and this threat to privacy can therefore be viewed as a more significant
privacy implication in comparison to the privacy protection these policies aim to provide against
external threats. These policies include 1984 NSD #145, 1986 National Telecommunications and
Information Systems Security Policy (NTISSP) No. 2 policy memo, 1987 Computer Security Act, 1989
NIST and NSA Memorandum of Understanding, and 2015 CISA.

These new methods include: wireless voice communications, stored electronic communications,
and recording devices for outgoing dialed numbers.

This was an antitrust decision that split the Bell System monopoly into separate and regional companies.
AT&T would continue to provide long-distance service, while several new “Regional Bell Operating
Companies” would provide local service that would no longer be directly supplied by AT&T.

In United States v. U.S. District Court (1972), the court considered the legality of an attorney
general’s authority to permit electronic surveillance without a warrant of a U.S. citizen accused of
bombing a CIA building.

The Watergate scandal began in 1972, when five burglars who worked on behalf of President Nixon
broke in to the Democratic National Committee headquarters and bugged the phone of Democratic
Party Chairman Lawrence O'Brien. Nixon’s impeachment committee deemed this a misuse of
presidential power that attempted to affect the elections (Diffie & Landau, 2007, pp. 199-200).

The Committee revealed that the FBI and CIA followed secret presidential orders, from Roosevelt's
to Nixon’s administrations, to illegally accumulate information on more than 400,000 people,
including Members of Congress (The President’s Review Group on Intelligence and Communica-
tions Technologies, 2014).

The Committee further cautioned that in an era of increased technological capabilities, secrecy is a
threat to liberty (Church Committee 94th U.S. Congress Report, Book III, 1976, p. 65). See https://
www.intelligence.senate.gov/sites/default/files /94755 _IIL.pdf.

According to 1986 ECPA, agents need to justify the belief that surveillance will turn up evidence
of a crime and are required to explain why alternative investigation methods would not be
effective. The act also requires transparency and notification to data subjects. In contrast, the 1978
FISA allows secrecy and longer periods of surveillance on individuals without notice.

The Washington Post revealed in October 2013 that EO #12333 allowed the NSA to collect
information in transition between Google and Yahoo! data centers outside the United States. See
https:/ /www.washingtonpost.com/world / national-security /nsa-infiltrates-links-to-yahoo-google-
data-centers-worldwide-snowden-documents-say/2013/10/30/e51d661e-4166-11e3-8b74-
d89d714ca4dd_story.html.

The collected data, according to Tye, included information on every person using popular services
like Gmail, Yahoo!, and Dropbox. The EO does not require the NSA to notify or obtain consent
from a private company before collecting its users’ data. See https:/ /www.washingtonpost.com/
opinions/meet-executive-order-12333-the-reagan-rule-that-lets-the-nsa-spy-on-americans /2014 /
07/18/93d2ac22-0b93-11e4-b8e5-d0de80767fc2_story.html.

The 1986 NTISSP No. 2 is viewed by Dunn Cavelty (2008, p. 50) as a significant extension of the
NSA'’s authority over information security in the public and private sectors.

The NIST and NSA’s memorandum of understanding from 1989 is available at https://csrc.nist.gov/
CSRC/media/Projects/Crypto-Standards-Development-Process /documents /NIST_NSA_MOU-1989.pdf.
Even though the tension between national security and privacy was less on the agenda of federal
policymakers between 1989 and 1993, privacy was still an important policy objective in those
years. With the emergence of digital databases, policymakers focused on regulating the ability of
government agencies to build personal profiles of citizens. By that time, federal government
agencies had 910 major databases containing personal data (Diffie & Landau, 2007). In 1988,
Congress passed the Computer Matching and Privacy Protection Act to safeguard privacy in light
of matching practices between different governmental databases for the building of profiles of
individual citizens to increase government'’s efficiency.

The NSA tried to make NIST dictate this vulnerable encryption standard on all telecommunica-
tions instead of only “telephone communications,” but failed to do so after strong NIST opposition
(Diffie & Landau, 2007, p. 238).

For more on the public outcry over Clipper Chip, see https://www.nytimes.com/1994/06/12/
magazine/battle-of-the-clipper-chip.html.
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More conclusions of this study are detailed in the Committee’s 1996 report at https://www.nap.
edu/catalog/5131/ cryptographys-role-in-securing-the-information-society.

New phone systems made it harder for FBI agents to conduct surveillance from multiple sources,
trace the caller information, follow the numbers that were dialed, and monitor call forwarding
techniques (Diffie & Landau 2007, pp. 205-206).

For more on this expansion, see the report from the Congressional Research Service (CRS) by
Patricia Moloney Figliola (2007), “Digital Surveillance: The Communications Assistance for Law
Enforcement” at https://fas.org/sgp/crs/intel /RL30677.pdf.

In 1995, the head of the FBI, Louis Freeh, with the support of the White House, proposed new
legislation that would permit law enforcement agents to obtain roving wiretap permission, expand the
list of crimes that require a wiretap order, and use illegally obtained information in court. Congress
turned down all the proposals. Another example took place after the TWA flight explosion in 1996.
President Clinton suggested that terrorist actions should be included among the list of crimes governed
by ECPA. Clinton also recommended more liberal provisions for roving wiretaps, 48-hour emergency
warrantless wiretapping, and the profiling of airline passengers through electronic records. Yet again,
all these proposals did not pass Congress (Diffie & Landau, 2007, pp. 223-224).

One exception to that was the mild expansion of the use of NSL. In 1993, Congress relaxed the
requirement on the type of data subjects that could be targeted by NSLs, and permitted the FBI to issue
a letter not only when the target itself is a foreign power, but also when it was communicating with a
foreign agent.

That is, tracing phone numbers and emails—these are surveillance devices that allow wiretapping
of communications’ metadata.

Regan (2004) notes that the Act was introduced only days after the 9/11 attacks and during the
anthrax attacks, which led to the closure of the Hart Senate office building. The Senate voted 98-1
on the Act and the House passed it with a majority of 357-66.

These privacy reductions include provisions in which: (i) Educational institutions were required to
disclose students’ records when law enforcement certifies that they may be relevant to a terrorism
investigation. Special attention was given to the authority to collect foreign students” information; (ii)
Financial data that was protected through the Fair Credit Reporting Act and the Financial Privacy
Right would now be available to law enforcement when the FBI certifies that these records are relevant
to a terrorism investigation. Banks receive special attention in the Act and are permitted by Section 358
to disclose banking records to government authorities. They can also share information (Section 314)
with federal law enforcement in a process that requires the bank to match financial reports to names of
suspects; (iii) Communications providers, which were previously required to follow ECPA, had to
allow law enforcement access to more types of data such as routing and address information of
Internet communications. Lee (2003) further details how the act creates voluntary mechanisms for ISPs
to hand information to the government without any court order or subpoena. ISPs can also disclose
content when they have a reasonable belief that there is an emergency situation involving an
immediate danger; (iv) Customer’s cable company records, previously protected by the 1984 Cable
Communications Policy Act, are now less protected when law enforcement agencies seek to obtain the
information. Previously, FBI collection of subscribers’ information was only permitted upon advance
notice and justification in court. However, when cable companies began to offer Internet access
services, the information they held became extremely valuable for law enforcement. Section 211 of the
Patriot Act gives law enforcement easier access to that information.

The 9/11 Commission (2004) discussed barriers to information sharing and recommended
dissolving some of the current barriers (pp. 78-80, 327-328, 394, 416-427; see https://www.9-
11commission.gov/report/911Report.pdf).

Ashcroft’s proposed changes allowed the FBI to use private sector databases to predict and
prevent terrorist attacks, and monitor websites and online chatrooms, without any evidence of
criminal activity or suspicious behavior. These surveillance powers are not limited to terrorism-
related investigations and could apply to any violation of federal law. Ashcroft justified this
increase of investigatory powers as necessary in the age of terrorism and the shift in the FBI's role
from mitigating crimes to preventing plots altogether.

For more on this aspect of Snowden’s revelation, see https://www.theguardian.com/world /2013/
jun/06/nsa-phone-records-verizon-court-order.

Since the passage of the Patriot Act, the number of issued NSLs has significantly increased, from
“hundreds” in 1978-2001, to perhaps more than 30,000 in 2002-05 (Office of the Inspector General,
2007, “A review of the FBI's use of NSLS”). See https:/ /oig.justice.gov/special /s0703b/ final.pdf.
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According to The Wall Street Journal, the NSA has monitored large volumes of records and
domestic emails and Internet searches as well as bank transfers, credit-card transactions, travel,
and telephone records. See https://www.wsj.com/articles/SB120511973377523845.

Recipients of NSLs were able to consult a lawyer and courts could decide that an NSL request was
unreasonable. The FBI had to also provide semi-annual reports to Congress about the usage of
NSLs (Nieland, 2007).

The Wall Street Journal. See Note 39.

See https:/ /www.nytimes.com/2005/12/16/ politics/bush-lets-us-spy-on-callers-without-courts.html.
For more on Klein's revelations, see http://www.washingtonpost.com/wp-dyn/content/article/
2007/11/07/ AR2007110700006.html.

See page 7 in the report from the CRS by Edward C. Liu (2013) on FISA’s reauthorization. https://
fas.org/sgp/crs/intel/R42725.pdf.

The “about” collection addresses information gathered from Internet infrastructures based on certain
selectors, such as an email address, within the communication content itself. If Americans get caught
in a conversation between foreign intelligence targets, they can be surveilled without a court order.
These exceptions are listed at https:/ /www.lawfareblog.com/ presidents-speech-and-ppd-28-guide-perplexed.
See more in Wittes’s (2014) Lawfare blog post, available at https://www.lawfareblog.com/
presidents-speech-and-ppd-28-guide-perplexed.

Agents are now required to minimize their selection terms, avoid using broad geographical
regions, and demonstrate the relevance of information obtained. The Inspector General should
report to Congress on the importance of collected information and the efficiency of minimization
requirements. See more in Wizner (2017).

This has not discouraged the government from increasingly using NSLs. For instance, the Apple
company reported 16,249 NSL requests between July 1 and December 31, 2017. This is almost three
times higher than the 5,999 requests received during the same period in 2016. See https://www.
cyberscoop.com/apple-reports-spike-u-s-national-security-requests-amid-promises-transparency /.
The 2017 CIA’s procedures were approved by the attorney general and are available at https://
www.cia.gov/about-cia/ privacy-and-civil-liberties / CIA-AG-Guidelines-Signed.pdf.

The NSA'’s statement is available at https://www.nsa.gov/news-features/press-room/statements/
2017-04-28-702-statement.shtml.

See Tim Cook’s 2016 statement at https://www.apple.com/customer-letter/.

See the official response by Microsoft’s president, Brad Smith, at https://blogs.microsoft.com/on-
the-issues/2017/10/16 /us-supreme-court-will-hear-petition-to-review-microsoft-search-warrant-
case-while-momentum-to-modernize-the-law-continues-in-congress /.

Privacy advocates’ concerns are summarized at https://www.wired.com/story/us-vs-microsoft-
supreme-court-case-data/.

See Recommendation #12 at https://www.justsecurity.org/wp-content/uploads/2013/12/2013-
12-12_rg final report.pdf.

See Note 20.

See Jennifer Granick’s view on CISA’s policy process at https://www.justsecurity.org/28386/
omnicisa-pits-government-against-self-privacy/.

DNI  Guidelines are available at https://www.odni.gov/files/documents/Newsroom/
Domestic_Sharing Counterterrorism_Information_Report.pdf.

This aspect of Snowden’s revelations is highlighted at https://www.theguardian.com/world/
2013/aug/09/nsa-loophole-warrantless-searches-email-calls.

These include limitations on queries for searches in databases subject to FISA Court review. In addition,
the FBI must obtain a court order and demonstrate probable cause to access these contents. Moreover, the
Act states that Congress must be notified of uses of this procedure to surveil US. citizens 30 days in
advance. The written notice should include a FISA Court approval of the surveillance and a list of privacy
protections to be applied. The DNI and attorney general are also required to publicly release the
minimization procedures, and even in emergency situations, a judge must approve the surveillance
retroactively. The reauthorization also extends whistleblower protections to contractor employees in the
intelligence community and the FBI, and requires the NSA and FBI to appoint a privacy official.

Privacy advocates’ views on this issue are summarized at https://www.vox.com/2018/1/11/
16878220/ house-vote-surveillance-spying-fisa.

Through the 1984 Crime Control Act that was later amended by the 1986 Computer Fraud and Abuse Act.
Through the Directive, new committees within the executive branch were created, responsibilities
were assigned, and the sharing of technical expertise across executive agencies was required.
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64. The 1996 Clinger-Cohen Act mandated this assignment.

65. As outlined in OMB’s policy memos—M-07-16 (2007), M-08-23 (2008), M-10-28 (2010), M-17-05
(2016)—the agency (i) posed breach notification requirements in 2007; (ii) required the deployment
of the more secure DNSSEC protocol in 2008; (iii) expanded the operational role of DHS in federal
networks in 2010; and (iv) published a policy to increase its oversight capacities over information
security in federal agencies in 2016.

66. DOC'’s strategy document, Commercial Data Privacy and Innovation in the Internet Economy: A Dynamic
Policy Framework, argues that “many key actors, due to the sectorial privacy and cybersecurity
approach of the U.S., operate without specific statutory obligations to protect personal data” (p. 12;
see https:/ /www.ntia.doc.gov/files/ntia/publications/iptf_privacy_greenpaper_12162010.pdf). The
strategy addresses the privacy and security problems of “non-critical” sectors and recommends the
adoption of privacy standards and federal breach notification rules, after a decade of failed attempts
to do so. These are rules that require companies to report and face financial consequences in case of
a data breach. Currently, the United States has 47 versions of breach notification laws across states
and was unable to pass unified federal legislation despite many attempts since 2003. There is
controversy over issues like federal preemption, desired policy goals, scope of notification, and
effectiveness of policy (Thaw, 2015).

67. The strategy document is the Cybersecurity Risk Management and Best Practices Working Group 4:
Final Report March 2015, FCC. See https://transition.fcc.gov/pshs/advisory/csric4/CSRIC IV _
WG4 _Final Report 031815.pdf.

68. The new FCC chairman, Ajit Pai, blocked FCC requirements from ISPs to apply common sense security
practices and protect personal information. More on this policy process is available at http://stlr.org/
2016/12/12/the-fccs-latest-privacy-regulations-a-new-stance-on-private-sector-protections,/ .

69. James X. Dempsey’s testimony before the Subcommittee on Crime in the Committee on Judiciary,
1997. See https:/ /fas.org/irp/congress/1997_hr/h971023d.htm.

70. For example, NSA wiretapping of an AT&T facility and Microsoft’s, Yahoo!’s, Google’s, Face-
book’s, and Apple’s data centers through the PRISM program. See https://www.theguardian.
com/world/2013/jun/06/us-tech-giants-nsa-data.

71. See Note 57.

72. For a summary of these failed attempts, see https://www.accessnow.org/no-more-waiting-its-
time-for-a-federal-data-breach-law-in-the-u-s/.

73. See the June 21, 2016 meeting minutes from the Commission on Enhancing National Cybersecurity
on private sector cybersecurity challenges at https://www.nist.gov/sites/default/files/
june 21 2016_ucb_meeting minutes.pdf. Also see an overview of the role of the state in the
private-sector cybersecurity challenge: https://www.georgetownjournalofinternationalaffairs.org/
online-edition/2018/5/27 / the-role-of-the-state-in-the-private-sector-cybersecurity-challenge.

74. See CRS 2012 report by Eric A. Fischer on the numerous failed attempts to pass a federal information
sharing legislation in Congress at https://nsarchive2.gwu.edu/NSAEBB/NSAEBB424/docs/Cyber-
073.pdf.
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Appendix: Methodological Annex

This section covers the sources of data collection and presents the article’s
classification of policy events by: (i) the type of national security and privacy
relationships based on policy purpose and features; and (ii) according to policy
arenas.

Data Collection and Sources

The collection of all policy events that address national security and privacy
in the U.S. federal arena required familiarity with the policy actors and debates.
The data collection started with the Federation of American Scientists website
(fas.org), which makes CRS reports publicly accessible on a regular basis.
Documents were browsed from the category of “National Security Topics” and
searched for the keyword: “cyber.” This search yielded 10 reports between 2005
and 2016 that related to the ways Congress handled security and privacy issues
in cyberspace. The key word “privacy” was also searched in the “Intelligence
Policy” category. Three reports yielded by this search related to national security
versus privacy issues in the federal arena.

The reports provided a list of the laws, executive orders, and government
agencies that address the national security and privacy balance. Then, (i) The
relevant federal statues from the Library of Congress website (www.loc.gov) were
downloaded and (ii) The White House and Government Agencies websites (FTC,
FCC, Department of Commerce, DoD, DHS, OMB, DNI, SEC, CFPB, NSA, DOJ,
and NIST) were accessed to gather all policy documents and agency rules that
address national security and privacy.

The first two data collection steps yielded documents that revealed how
the U.S. conducts surveillance and promotes cybersecurity. Then, through access
to the website whistleblower.org, which archives major whistleblowing acts,
previously classified documents that address privacy and security were accessed.
Online search engines were also used to search for news headlines regarding the
content of leaked documents that relate to the way the U.S. government
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constructed national security and privacy relationships. Some of the major
whistleblowing acts were explored chronologically, including: Joseph Nacchio on
NSA engagements with the private sector (2001), William Binney and J. Kirk
Wiebe on NSA Trailblazer data collection programs (2001), Thomas Tamm on the
PSPs after 9/11 (2003), Thomas Drake on NSA programs (2005), Mark Klein on
the NSA facility within AT&T’s facility (2006), Samy Kamkar on mobile phone
hacking (2010), and Edward Snowden on U.S. government surveillance programs
(2013). Official investigative committees’ reports were also a major data collection
source. For instance, the 1976 Church Committee Report following FBI's and
Watergate domestic surveillance scandals, the 9/11 Commission Report, and the
2014 “Liberty and Security in a Changing World” report, which included the
President’s Review Group on Intelligence and Communication Technologies’
recommendations after Snowden’s revelations.

Scholarly works were also an important secondary source for data collection.
The works of Charles Raab, Collin Bennett, Priscilla Regan, David Thaw,
Abraham Newman, Amitai Etzioni, Susan Landau, Daniel Solove, Charles Fried,
David H. Flaherty, William Diffie, and Albert Gidari were extensively reviewed.
This is a partial list of scholars who address the relationships between national
security and privacy, and their work enriched the study’s empirical insights and
analytical perspectives on these issues. Additionally, the Google Alerts tool was
used to receive daily emails based on the following keywords: “US cyber
security,” “national security,” and “privacy,” exposing the work of think thanks,
independent bloggers, and law firms in the field. These include publications from
think tanks such as New America, Electronic Frontier Foundation, the Center for
Democracy and Technology, and Stanford University’s Center for Internet and
Society, reports from law firms such as “Skadden, Arps, Slate, Meagher & Flom’s
Monthly Privacy and Cybersecurity updates,” and the works of independent
bloggers like Bruce Schneier and Brian Krebs. Finally, the IT Wiki Law website,
an encyclopedia of policy measures in the fields of IT, was a useful source that
was also used to collect information on the studied policy relationships.

Data Classification

The initial classification of the 63 policy events to categories and arenas
according to policy features and purpose (in this order of importance) was done
by the author, followed by an intercoder reliability process in which two
independent coders classified the data as well. The process yielded five cases of
conflict that were resolved after discussion. The classifications of the 63 policy
events included in the study are shown in the following table.

63



39

Sivan-Sevilla: National Security and Privacy Risks in U.S. Federal Policy

Ayumoasiagh) Areyuouwrsidwo)) sarnjesy Sururrey-Aoearrd oN SUIa)SAS UOTJEULIOJUT [RIIA S}O9)0I] b 9Aanda11(] DSN 0661
Surpuejsiopun
JO WINPURIOWSA
AyumdasiaqL) uLregy samseawr Aoeand xe SWI9)SAS UOIJRULIOJUT [BJIA S}O9)0L] VSN Pue ISIN 6861
Py
Ayumoasiagh) asrwoxdwo)) samseawr Aoearid aAniUIRY SUIS)SAS UOHRULIOJUT [BIA S}ODJ0I] Ajumoag remduro)) /861
(VOS)
awr) astwoxdwo)) samseaw Aoeard aanuany UOTO9[[0D UOT}RULIOUT saje[n3ay I 9B1L ® VdDHI 9861
C'ON dSSILN 9861
—Auoyny vSN
UO I9)XPUIO ]
AyumoasiaghD) wrepy sarnseaw Adeand xeq SUIS)SAS UOHRULIOJUL [BIIA S}OD)0I] uyof Aq our 9861
AyumoasiaghD) Areyuouwrsidwo)) sarnjesy Sururrey-Aoearrd oN SUIa)SAS UOTJEULIOJUL [RJIA S}O)0I] AR 9861
(SYI-ASN)
SARCINREN |
Ayndag
AjLmdasoqih)D wLrery samseawr Adearrd xe| SW9)SAS UOTBULIOJUI [E}IA S}O9)0I] [euoneN s,uedeay 861
¥861 JO PV
[OTU0D) WL
Ajumdasoqih)D Areyuauraiduwo) sarnjeay Suruwrey-Aoearid oN SW9)SAS UOBULIOJUI TEIIA S}O9)0I] aarsuayprduwo)) 861
souaieyuy udeIo wrepy sarnseaw Adeand xe UOT)O3[[00 UOTJRULIOJUT S33e[n3ay cecTI# O 1861
PV Adearrg
awr) astwoxdwo)) samseaw Aoeard aanuany UOTJOI[[0D UOT}RULIOUT saje[n3ay [enueur] 03 I3y 8/61
aouaI[eu] uSIeI0] asrwordwo)) saxnseaw Adeartd dATUSRY UOT)O3[[00 UOHRULIOJUT Saye[n3ay VSI 8/61
souadipPu] udIo] astworduwo)) samseaw Aoeard aanuany UOTO9[[0D UOI}RULIOUT saje[n3ay 9¢0z1 OF 8/61
ouad P UdPIO] asrwordwo)) samseawr Adearrd aanuapny UOT}OS[[0D UOTJRULIOJUT S3e[n3ay] 0611 OF 9/61
4NN
awir) astwoxdwo)) samseawr Aoearid aAnjuany UOT)O3[[0> UOHJEWLIOJUT S33e[n3ay] ‘Q SIS pajiun 9/61
ouadI P UdPIO asrwordwo)) samseawr Adearrd aanuapny UOT}OS[[0D UOTJRULIOJUT S93e[n3ay] IPTWWOD) YOIy 9/61
AumoasiaghD) Areyuawapduro)) sarnyeay Suruwrey-£oearrd oN UOT)O3[[0> UOTJEWLIOJUT Saye[n3ay] PV Loearrg /61
14n0D s
U P UdPIOY asrwordwo)) samseaw Adearid aAanuspny UOT}Od[[0D UOTJRULIOJUT S3e N3y 'S'N @ SIS pajiun 261
QuIr) asrwoxdwo)) sarnseaw Adearid aAanuLRY UOT)O3[[00 UOTJRWLIOJUT S33e[n3ay PV dejarpg 9L 8961
euary orureud(q saInjeay asodian g awreN IedX

64



Policy & Internet, 9999:9999

40

AyLmoasIagA)D
ouaieyur udI0]

Ayumoasiegqh)
Ayumoasiagqh)
AjLmoasiagAh)

Elhiibig)

Elhiihig)

Elhiibig)

Elhiibig)

Elliinig)

Areyuauraduro))
ULIe]

Areyuawapduro))
Areyuswapduro))
Areyuaursrduwo))

wLIey

uLrep]

wrrepy

wrrepy

wrrepy

sanyeay Jururrey-£oearrd oN
samseawr Aoearrd xe|

sarnyeay Suruwrey-£oearrd oN
sarnyeay Sururey-£oearrd oN
sarnyeay Sururrey-£oearrd oN

sarnseawr Aoearrd xe

sarnseawr Adearrd xe

samseawr Adearrd xe|

samseawr Adearrd xe|

samseawr Aoearrd xe

SWIA)SAS UOTJLULIOJUT [B}A S}O9J0L]
UOT)O3[[00 UOTJRWLIOJUT S33e[n3ay

SUIe)SAS UOTLULIOJUT [BJIA S}0D)0I]
SUI)SAS UOTJLULIOJUT [RJIA S}O9)0I]
SWI9)ISAS UOTJLULIOJUT [E}A S}ODJ0L]

UOT)O3[[0 UOIJEWLIOJUT S3)e[n3ay

UOTJOI[0D UOT}RULIOJUT Saje[n3ay

UOT}O3[[0D UOTJeULIOJUT S3e[n3ay]

UOT)O3[[00 UOTJEWLIOJUT S91e[n3ay]

UOTJOI[0D UOT}RULIOJUT Saje[n3ay

vda1d

JUswIpusuwy VsS4
SIoMIWeL]

DIDWWO))
JIUOLI3[H [qO[D)
VVdIH
PV UdyoD—1dur)
uorsofdxe
sued vmL
1ayye Aoearrd
urrey o3 jdurepe
uone[si3a] payrey v
Junooys
ewoyep[O
1ayye Aoeand
wrey o3 jdwayye
uone[si3a] payrey v
7661
jo 1y Suraoxdury
Aoearrg
pue Auoydspa],
121813/ VATV
SUOTIOLISII
ISN paxe[a1
e} JUSWPUIW Y
SID1AIP
uondAnus
UO SUOTIOLISII
110dxs
pue yromaurexy

dny) soddry

6661
8661

661
9661
9661

9661

G661

7661

€661

€661

euaIy

STwreuA(g

sarnjeaq

asoding

dureN

Ted§

panunuo)

65



41

Sivan-Sevilla: National Security and Privacy Risks in U.S. Federal Policy

AyumdasiagA)D

Ayumoasiagqh)
Ayumoasiagqh)

ouaieiu] udeI0,]
AjLmdasagqA)D

AjumoasiagqAh)

Elhiibig)

ouaieiu] udeI0,]
Ajumoasiagqh)
AjLmdasIagqA)

2ouadeu] uSrI0
ouaieiu] udeIo,]
2ouadPu] uSIog

ouaieiur udI0]

Areyuaursduwo))

Areyuawapduro))
Areyuswapduwro))

WLIe|
Areyuaursduwo))

Areyuswspduro))

wLIey

uLrej
Areyuswapduwro))
Areyuauraduwo))

wLre
wIey
wLIey

wrrepy

sanyeay Jururrey-£oearrd oN

sarnyeay Suruwrey-£oearrd oN
sarnyeay Sururey-£oearrd oN

sarnseawr Adeard xeq
sarnyeay Sururrey-£oearrd oN

sarnyeay Sururey-£oearrd oN

sarnseawr Aoearrd xe

sarnseawr Adearrd xe
sarnyeay Sururey-£oearrd oN
sarnyeay Sururrey-£oearrd oN

samseawr Adearrd xe|
sarnseawr Aoearrd xe
sarnseawr Aoearrd xe

samseawr Aoearrd xe

SWID)ISAS UOTJLULIOJUL [B}A S}ODJ0L]

SUI)SAS UOTJLULIOJUT [RJIA S}OD)0I]
SUI)SAS UOTJLULIOJUT [RJIA S)O9)0I]

UOT)O3[[00 UOHRULIOJUT 9)e[N3ay]
SWII)ISAS UOTJLULIOJUT [E}A S}ODJOL]

SUI)SAS UOTJLULIOJUT [RJIA S)O9)0I]

UOT)O3[[0 UOIJEWLIOJUT S3)e[n3ay

UOT)O3[[00 UOTJEWLIOJUT S3ye[n3ay
SUI)SAS UOTJLULIOJUT [RJIA S}O9)0I]
SWII)ISAS UOTJLULIOJUT [E}A S}ODJOL]

UOT)O3[[00 UOTJEWLIOJUT $9e[n3ay]
UOT)O3[[0 UOHEWLIOJUT S3)3e[n3ay
UOT)O3[[0 UOIJeWLIOUT S3)e[n3ay

UOTJOI[0D UOT}RULIOJUT Saje[n3ay

8¢
-0L-IN OWSIN gINO
PV HOHLIH
9} I9A0 d[NI DI A
HOH.LIH
(VV) PV
SJUSWPUIWY VS[{
€¢C
-80-N OWSIN FINO
91

~L0-N OW_IN FINO
s1apraoxd

JI 19A0 I0A pue
S$S900E JoUIdU]
apnpur 0}
Mme] VATVD 661

03 UOISUdIXa DD
00T 3o PV
UOTJRZLIOYINeY
pue
JuawaAoxduy

jored vsn

VINSIA

PV L9[xO-souaqreg
Saurepny
}Jonysy

[eIu9D) AduIony

SdSd

PV j013e]
S)SLIOLID)
jsuree 20105
Areyrua jo asn

I0J UOTJeZLIOINY

010¢

600¢
600¢

800¢

800¢

£00¢

900¢

900¢
200¢
00T

00T
¢00C
100C

100C

euaIy

STwreuA(g

sarnjeaq

asoding

dureN

Ted§

panunuo)

66



Policy & Internet, 9999:9999

42

Ayumoasiagqh)

Ayumoasiagqh)

Ayumoasiegqh)

souaieyu] udeIo]
AjumdasiagA)D
AjLmoasagAh)

ouaieiu] udeI0,]

2ouddIeu] uSrI0

AyumoasiaghD

AjumdasIagA)

Areyuswapduro))

Areyuswapduro))

Areyuawarduro))

asrwoxdwo))
Areyuauraduwo))
Areyuaursduwo))

wIe]

wrrepy

Areyuawarduro)

Areyuawapduro)

sarnyeay Sururey-£oearrd oN

sarnyeay Sururey-£oearrd oN

sarnjeay Suruwrey-£oearrd oN

saxnseaw Adearrd dATIUSRY
sanyeay Jururrey-£oearrd oN
sarnyeay Sururrey-£oearrd oN

sarnseawr Aoearrd xe

samseawr Adearrd xe|

sarnyeay Sururey-£oearrd oN

sarnyeay Suruwrey-£oearrd oN

SUIa)SAS UONLULIOJUT [RJIA S}OD)0I]

SUI)SAS UOTJLULIOJUT [RJIA S}O9)0I]

SWIe)SAS UOTJPULIOJUT [BJIA S}O)0I]

UOT)O3[[00 UOTJRWLIOJUT S33e[n3ay
SWID)ISAS UOTJLULIOJUT [E}A S}ODJ0L]
SWI9)ISAS UOTJLULIOJUT [E}A S}ODJ0L]

UOT}OI[0D UOT}RULIOUT Saje[n3ay

UOT)O3[[00 UOTJEWLIOJUT $91e[n3ay]

SWI9)SAS UOTJLULIOJUT [eJIA S}O9)0I]

SWII)ISAS UOTJLULIOJUT [E}IA S}OJ0L]

Sao1jdeIJ 1Sog

pue juswaSeuey

st

Aumoasiaghd DD

uonen3ay
IDS uo

owR Ao10d DAS
v
UOTJRZIUIDPOIA
Ayumdag
uoTeULIOju]

[e19pa) VINSIA
SaQIADOY
U]

S[euBis—8z-ddd

I[N DI4D Pue DHS

HOHLIH
CL0C JO PV
UOneZLIOYNeay]

PV

SJUSWPUIWY VS[{

SUOISUA)XH

josung joreg
WLIOJy] 199115

[TeM ueri-ppoq
SIoMaureIy
£orjod orwreudp
v :Awouodyg
JouIuy

9} ur uoryeAouU]

pue Aoearr
ele(] [PDISWIWO))

S10¢

¥10C

¥10C

¥10C
€10¢
€10C

¢loc

L10C

110¢

010C

euaIy

STwreuA(g

sarnjeaq

asoding

dureN

Ted§

panunuo)

67



43

ouaieiu] udeIo] wIepy
Elhiib i) asrwoxdwo))

douaieyu] udeI0,] asrwordwo))

2ouddI[eu] uSI0] asrordwo))
ouaieiu] udeI0,] wIepy
AjumdasagA)

Areyuawapduro)

AyumoasiaghD Areyuawapduro)

awir) astwoxdwon)
2ouaSI[eu] uSeI0 asrwordwo))

Elhiit i) asrwoxdwo))

Aumdasiagh) uLrepy

sarnseawr Aoearrd xe
samnseawr Adearid aAnuLNRY

saxnseawr AoeArrd dATIUSNY

sarnseawr Aoearid aAnIUaNY

sarnseawr Aoearrd xe
sarnyeay Sururrey-Aoearrd oN

sarnyeay Sururey-£oearrd oN

sarnseawr Adearid aAnuRRY
sarnseawr Aoearid aAIURNY

sarnseaw Adearid aAnuLRY

samseawr Aoearrd xe |

UOT)O3[[0D UOHJEWLIOJUT Saye[n3ay]
UOT}O3[[0D UOTJeULIOJUT S3e[n3ay

UOT}OI[[0D UOT}RULIOJUT Saje[n3ay

UOT)O3[[00 UOTJEWLIOJUT S91e[n3ay

UOT}OI[[0D UOT}LULIOJUT Sa3e[n3ay
SUI9)SAS UOTJEULIOJUT TeJIA S}09)0I]

SWIA)SAS UOTJLULIOJUT [eJIA S}O9)0I]

UOT)O3[[0D UOTJEWLIOJUT S3)e[n3ay
UOT)O3[[00 UOIEWLIOUT S3)e[n3ay

UOT}OI[0D UOT}RULIOUT Sa1e[n3ay

SUI)SAS UOTJPULIOJUT [BJIA S}O)0I]

UOTJRZLIOYINeY
VSId
PV pnopn
saampaonoxd
UOTI3[[0D
,noqe,, Surddois
Uo JuawRe)s VSN
ceecl# Od
I9pun UoT)Id[0d
QOE&EHO%Ew
10§ saurPpmsg
pajepdn v
WISLIOLI9 T,
IPUNO0D)
uo Jurreyg
uonewLoyu] INC
sdsI
uo suonen3ay DD
S0
~LT-IN OW_N dINO
S[PPOW JUOYJT S)T
30 auo Suppoun
I0J ISPIO }IN0d
e 0} d3ua[reyd
rerpnf s,oiddy
PV wopaai] 'S
SovIS pajiun]
‘a *di0)) osolorN
S10T Jo PV
Aumndag-10q£D ay L

810¢C
810¢

£10¢

£10¢

£10¢

910¢C

910¢

910¢
q10C

S10¢

S10¢

euary STwreuA(g

sarnjeaq

asoding

dureN

Ted§

Sivan-Sevilla: National Security and Privacy Risks in U.S. Federal Policy

panunuo)

68



CHAPTER 2

Framing and Governing Cyber Risks: Comparative Analysis of U.S.
Federal Policies [1996-2018]

This chapter presents a manuscript accepted for publication at the Journal of Risk Research

69



Framing and Governing Cyber Risks
Comparative Analysis of U.S. Federal Policies [1996-2018]

ABSTRACT

Cyber risk governance has been occupying U.S. policymakers in the past two decades. This
pressing challenge calls for a better understanding of how policymakers frame and
consequently craft risk governance frameworks using public policies. Through a novel
typology that analyzes the patchwork of laws and regulations in this policy space, this article
investigates how policymakers design risk governance frameworks to address cyber risks. This
typology is based on a systematic text analysis of thirty federal policies from the past twenty-
two years (1996-2018) in which (N=463) key sentences were recognized and coded to ten risk
governance categories. Existent literature highlights the significance of risk framing to policy
outputs and explains cross-national rather than cross-sector variance in risk governance. It also
considers only specific cyber policy measures and does not question the link between
policymakers’ risk framings and chosen policy paths. In contrast, this study finds that
policymakers create three distinct risk governance frameworks across private owners of critical
infrastructures, health and financial service provides, and companies in the broader digital
economy. These risk regimes are comparatively analyzed to gauge variance (1) across sectors:
in the role of the government and the extent to which it dictates coercive risk management
steps, and (2) over time: on the ways in which the government has responded to cyber threats.
| found that variance stemmed from the institutional configurations in each regulated sector
and the consequent decision-making structures that had been institutionalized early on, rather
than the framing of cyber risks. Tracing the governance of cyber risks and the missing link
between policymakers’ risk framings and actions, this study sheds light on how seemingly
technical decisions of cybersecurity governance can be social and political issues that are
contingent on institutional settings and early policy decisions, questioning the central role of

framing to risk governance outputs.
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1-INTRODCUTION

Governing the security of cyberspace is a challenging task for state officials. Despite
efforts to improve the ability of the private sector to assess, reduce, or mitigate risks from
digital technologies, the number of cyber incidents is on the rise. Criminals exploit
cyberspace for profit, intellectual property and personal information are regularly stolen, and
national infrastructures are constantly targeted (U.S. Government Accountability Office,
2017).

This ongoing policy challenge highlights the importance of understanding how
policymakers frame and design cyber risk governance frameworks through public policies.
Theoretically, cyber risk governance provides an appealing case study since these risks cut
across all sectors in the economy and can potentially highlight the impact of risk framing and
the influence of different institutional configurations on policy outputs.

| examined thirty policies from the U.S. federal cybersecurity policy arena in the past
two decades to realize how policymakers frame and subsequently design governance
arrangements across sectors. A closer examination of this policy arena revealed three distinct
framing of cyber risks by policymakers. I built on Fichtner (2018) who had recognized three
common approaches to cybersecurity — as a public/private infrastructure concern, a data
protection problem, or a tool to safeguard financial interests. Different sets of values inform
every approach: national security, privacy, or economic order. Each approach, in turn, puts
forth different objects to protect, threats to consider, and roles for the actors involved. But
how these different risk framings impact cyber risk governance? | recognized how these
distinct approaches yield three different risk governance frameworks and comparatively
analyzed them across sectors and over time to realize the impact of risk framing on policy
outputs, explain cross-sector variance in risk governance, and advance our understanding on
the development of cyber risk governance.

While risk scholars stress the importance of risk framing to risk governance outputs,
its impact has yet to be analyzed for the governance of cyber risks. Moreover, the risk
governance literature mostly considers cross-national rather than cross-sector variance, and
this study aims to take us one step closer in understanding how different institutional
configurations impact risk policies within the same political system. In addition, these
different approaches to cyber risk governance are empirically under-studied. Despite works

by governance scholars on specific policy measures, in certain time frames, we still do not
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know what shape and form those cyber risk governance frameworks take or how they change
over time.

| therefore ask: how have U.S. federal policies constructed cyber risk governance
frameworks across sectors between the years of 1996 and 2018? How have these governance
frameworks changed over time and across sectors? And how have different framings and
characterizations of cyber risks impacted the policy paths policymakers have chosen?

In order to answer these questions, | conducted a text analysis of thirty U.S. federal
cybersecurity policies between the years of 1996 and 2018, extracted (N=463) key sentences
in these texts, and suggested a typology for translating federal policies into risk governance
frameworks. The analysis revealed three distinct risk governance frameworks that differently
affect private owners of critical infrastructures, health and financial service provides, and
companies in the broader digital economy. Then, based on the implied risk framings and
characterizations of cyber risks in these texts and the initial decision-making structures they
have created, | explained the extent to which cyber risk governance frameworks have
changed across sectors and over time.

Answering these questions is important for four reasons. Empirically, governance
arrangements for cybersecurity have not been studied to trace variance over the course of two
decades. Methodologically, a comparative approach across private sectors based on text-
analysis of policy contents allows to trace similarities and differences in cybersecurity
governance and clarify sources of variations across private sectors. In addition, such
methodological approach disentangles cybersecurity policies according to the practices of
risk-management they deploy and reveals the plurality of dimensions in each federal policy.
Policy-wise, this study throws light on the extent to which cyber risk framings and
governance arrangements have remained unaltered over time. In light of increased
sophistication of the cyber threat landscape, policy stability is an alarming pattern that needs
to be better explained. Theoretically, such policy stability is surprising since policymakers are
known to be responsive to new risks that arise (e.g. Vogel, 2012) and risk framings tend to be
dynamic for a given risk during the policy process (e.g. Plein, 1991; Dunlop, 2007).
Furthermore, due to paucity of cross-sector studies in risk governance and a few empirical
studies on cyber risk governance, we lack a theoretical understanding on the extent of the
impact of cyber risk framings on governance outputs, the factors that drive variance across
sectors within the same political system, and the importance of time and self-reinforcing
mechanisms (Pierson, 2000) on cyber policy outcomes. While trends of ‘risk-colonization’

(Rothstein et al., 2006) and ‘securitization’ (Buzan et al., 1998) often occupies cybersecurity
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scholars, the role of institutional configurations in dictating cyber governance has not been
given full scholarly attention.

Thus, this contribution goes beyond existing literature that studies certain instances of
cybersecurity policies in specific time frames and mostly ignores the different framings of the
cybersecurity problem across sectors. Contrarily, | consider policymakers as risk agents that
are influenced by their own risk governance processes; they assess, estimate, and evaluate the
risk in their policy texts before producing policy outputs. | also find that careful comparative
examination of cyber policies clarifies how cybersecurity governance can be explained not by
nature of the cyber problem to tackle per se (Weiss and Jankauskas, 2018), but rather through
decision-making structures, which were determined by the early stages of policy
development. Unsurprisingly, increased sophistication of cyber threats over time has led the
federal government to respond, albeit in ways that mirrored existing paradigms and did not
diverge from two decades old decision-making structures.

This article comprises four sections. The next section presents a literature review that
highlights the importance of risk frames to risk governance and particularly to cyber risk
governance. This part also derives expectations of what kind of risk governance frameworks I
expected to find and what can explain variance across sectors. The second section sets forth
the analytical framework and text analysis methodology used for analyzing federal policies.
The third section is an empirical analysis that demonstrates how federal policies have been
translated into risk governance frameworks across sectors. In the fourth section |
comparatively analyze these frameworks across sectors and over time. The final section
concludes by discussing how research findings contribute to risk governance theory and

broaden the current literature.

2 - LITERATURE REVIEW: THE ROLE OF RISK FRAMES IN (CYBER) RISK
GOVERNANCE ACROSS SECTORS

This article links between two bodies of knowledge: (1) risk and science &
technology studies (STS) that discuss meanings, framings, and outputs of (cyber) risk
governance, and (2) policy scholars that study cybersecurity governance. | aim to stress the
importance of risk frames to risk governance and realize how and why policymakers frame
cyber risks and govern them over time and across sectors. This would fill a void in the
literature in three important elements.

First, despite the importance of risk framing to governance outcomes, there is a

disconnection in the literature between the way policymakers characterize cyber risks and the
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policy paths they consequently choose. Risk frames, in that sense, are used to structure
situations and attribute meanings to them. They selectively encode objects, situations, events,
and experiences with one’s present and past environments (Snow and Benford, 1992), and
promote a particular problem definition, causal interpretation, and treatment recommendation
for the risk described (Entman, 1993). Such frames subjectively define risks, change over
time, and influence the way risks are perceived, assessed, and characterized in ways that
reveal how actors interpret the risks to govern (Clark, 2013).

The policy scholarship provides evidence on the importance of framing to policy
outcomes. Within this literature, frames are used interchangeably with the term ‘issue
definition,’ that is viewed as a process in which decision-makers’ choices are mediated based
on certain ideas or paradigms (Dunlop, 2007). The definition of issues in the policy process
provides boundaries, defines what counts as relevant for attention and assessment, and biases
for action (Perri 6, 2005). It encourages audiences to interpret the issue at hand using
accessible concepts as opposed to other relevant ones that could be made salient (Druckman,
2004; Schuldt et al., 2017). Moreover, policy scholars argue that politics is simply the
struggle over issue definitions (or ideas), their meaning, and competing interpretations
(Stone, 2012). Such scholars focus on the primacy of ideas in explaining policy variation and
view them as independent sources for change (e.g. Hall, 1993; John, 2012). They contrast
ideational theory with other theories that emphasize the role of interests (e.g. Bachrach and
Baratz, 1962) and institutions (e.g. March and Olsen, 1984) in the policy process. They argue
that ideas or frames represent causal beliefs of policymakers that promote policy change and
develop viable solutions when uncertainty is present (Koon et al., 2016). Studying these
frames is specifically useful to understand the path of institutional change at early points in
time — at the origin of the change itself (Blyth, 1997).

The framing of risks is present in the first three phases of the risk governance cycle
(Renn, 2008). In the pre-assessment phase, policymakers interpret phenomena as risks and
conceptualize what counts as risk. In the risk assessment phase, policymakers identify and
estimate the hazards. Then, in the risk characterization and evaluation phase, policymakers
provide their judgement on the seriousness of the risk as well as its tolerability and
acceptability.

The framing of risks at these phases has huge implications for their subsequent
governance (Hom et al., 2011). This has been highlighted by the risk literature across issues:
Schuldt et al. (2017) studied how the intersection of different framings impacted tolerability

toward environmental risks, Koon et al. (2016) found significant impact of frames on health
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policy design, Clark (2013) showed how framing of risks influenced policy development for
genetically modified foods, Hom et al. (2011) investigated framing of risks from
electromagnetic fields of mobile cell phone towers to explain diverging policy approaches,
Perri 6 (2005) analyzed the dynamics of individual framing of privacy risks, and Plein (1991)
detailed the power of framing in promoting social acceptance of bio-technology risks.

Surprisingly, there is a scarcity of empirical works on the importance of cyber risk
framings to governance outcomes. This is intriguing especially due to the relative stability in
the past two decades in the framing and governance practices in the field of cybersecurity by
US policymakers. Despite the dynamic threat landscape, US policymakers have been slow to
respond. This does not come into terms with the risk literature: A meta-analysis of this
literature by Jacob and Schiffino (2015) revealed a strong trend of responsiveness by
policymakers when a new risk arises (e.g. Vogel, 2012). Specifically, scholars of risk framing
(e.g. Plein, 1991; Dunlop, 2007) emphasized how dynamic risk framings are, and analyzed
the ongoing ‘battles’ between different set of definitions for a given risk in the policy process.

For the governance of cyber risks, however, framing and policy outputs have not
significantly changed in the past two decades. Scholars who do study the framing of cyber
risks are mostly STS scholars that apply the analytical framework of ‘securitization’ (Buzan
et al., 1998) on cyber issues and focus on the values that affect the different risk framings.
They question the ‘objectiveness’ of the risk definition in order to capture a more diverse and
rich sense of reality. The ‘securitization’ approach proposes to widen the study of security
beyond its traditional focus on military affairs and include a variety of threats across security,
including cyber issues (Buzan et al., 1998). Such approach views security as a ‘speech act,’
that moves an issue for the realm of normal politics to the realm of security and gives it
precedence over other issues, allowing the deployment of extraordinary measures to cope
with it (Buzan et al., 1998). ‘Securitizing’ an issue justifies certain activities and policies that
override other ethical or social concerns. This can be used to convince an audience of the
need for taking action over issues such as cyber security.

For instance, Nissenbaum (2005) and Wolf (2016) studied the meanings of cyber risks
by policymakers. These meanings include certain threats, reference objects, judgement of the
seriousness of the problem, and practices to deploy (also in Hansen and Nissenbaum, 2009).
Fichtner (2018) takes this a step further and discusses three common approaches to
cybersecurity that are motivated by different sets of values and therefore derive different
objects to protect: (1) Cyber risks can be framed as risks to the protection of public

infrastructures. According to this framing, damage to infrastructures can result in injuries or
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deaths. The threats can emerge from nation states and capable hackers who aim to destabilize
the nation. The relevant actors for coping with this problem are intelligence agencies, military
units, and security agencies. In case these infrastructures are ran by private corporations,
significant responsibilities are to be assigned to private companies. (2) Cyber risks can also
be framed as risks to the protection of personal data. According to this framing, cyber risks
jeopardize privacy; threats can come from criminal hackers, but also from corporations who
engage in surveillance. Solutions usually include encryption and legislation. Finally, (3)
cyber risks can be framed as risks to the advancement of the economy. According to this
framing, cyber risk governance aims to defend financial assets and secure commercial
revenues. Threats are posed by criminals, competitors, activists, and political groups, and
guarding against them guarantees economic advantage. Within this framing, data protection
is perceived as a tool for earning consumers’ trust rather than defending a human right.

All these works address cybersecurity as a contested concept which can be
constructed to be about different objects, threats, and responses, according to the way it was
‘securitized’ in the policy discourse. Each approach proposed by Fichtner (2018), or more
specifically — each risk framing - constructs a unique set of relationships between the actors
involved and suggests different structures and priorities for cyber risk governance. But to
what extent these framings impact policy paths for cyber risk governance?

The different approaches do not consider, for instance, the institutional configurations
that enable or constrain cybersecurity policy development. These different perceptions of the
cybersecurity problem across sectors beg the question of whether and how different meanings
of the problem affect chosen policy paths? And how institutional configurations enable or
constrain such policy development?

Surprisingly, research on the link between framing and governing cyber risks is
sparse. Quigley et al. (2015) studied the discourse of policymakers and the implied meanings
they ascribe to cybersecurity in the field of critical infrastructure protection. They revealed
how battlefield metaphors were tapped to imply that risk should be understood in military
terms and chiefly as one of survival, as opposed to a trade-off between costs and benefits.
This has led the government to apply a ‘worst case scenario’ paradigm that might be very
expensive to implement. Despite the lack of sound evidence to support the widespread fear
from cyber threats, the government has expended significant resources to protect guard
against them. Ulmer (2014) also tied cybersecurity discourse to regulatory paths. She
recognized the militarized language in the U.S. and the strong link of national security to

cyber risks. Such ‘war analogy,” she argued, implied military response to cyber intrusions.
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My empirical analysis endeavors to shed light on this rather unexplored connection, revealing
how and why different risk framings across economic sectors have translated into distinct
policy paths. Thus, the first goal of this study is to uncover the link between the different
framings of cyber risks to governance outputs and policy design.

Second, there is a paucity of studies that explain variance in risk frames and
governance decisions across sectors. While the comparative approach allows policy scholars
to trace causes for similarities and differences in policy outcomes and explain policy change
(Lijphart, 1971), comparative risk scholars have mostly addressed cross-national (e.g. Lees,
2007; Vogel, 2012; Rothstein et al., 2013 and 2015; Krieger, 2013) rather than cross-sector
(e.g. Hood et al., 2001) variance in risk governance.

Despite the trend of ‘risk colonisation,” (Rothstein et al., 2006), according to which
policymakers universally frame problems as risks as an organizing decision-making concept,
scholars have found variance in the way these risks are framed and governed across policy
domains and political systems. This variance is attached to institutional patterns such as -
separation of powers, accepted norms, policy styles, and state structures. Scholars found that
it is not much the character of the risk problem, but rather the character of the polity that
determines whether or how problems are framed as risks to be governed (Rothstein et al.,
2013). The most notable research that did study variance in risk governance across sectors
was conducted by Hood et al. (2001), who analyzed nine risk domains in the UK and reached
the conclusion that private interests are the most suitable explanation for variance in risk
governance. They also found that in risk domains with strong and clear institutional norms,
private interests were less effective in influencing policy change.

In addition, Dunlop (2007), who studied risks from the usage of growth hormone in
animals (rbST), showed how institutionalized policy ideas, structures, and approaches shape
risk framings because of path dependency in policymaking (Pierson, 2000). Dunlop (2007)
stressed the importance of time in framing risks and argued that this is an interactive process
interceded by policies and events from the past. Dunlop (2007) followed Pierson (2000) to
recognize how self-reinforcing sequences in an initial risk framing can set the trajectory for
the future. Thus, the timing of an issue definition uncovers why certain framings prevail.

| use Dunlop’s (2007) study as my starting point for temporal analysis and rely on
historical institutionalism to try and explain the (lack of) divergence from initial cyber risk
governance decisions by US policymakers based on early institutional configurations in each

governed sector.
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Expectations for different institutional configurations across sectors can be derived
from the existent cross-national and cross-sector comparative studies on risk governance:
Rothstein et al. (2013) found that the presence of multiple decision makers in a fragmented
government system is likely to introduce varying philosophical approaches for governing
risks. Since the US government is differently structured across sectors, | expect this to
influence the way cyber risk framing and governance are developed in each sector. In
addition, different regulatory styles across private sectors might yield a range of risk
assessment techniques and policy making approaches that characterize certain sectors and not
others (Hood et al., 2001). Finally, the overarching regulatory style in the US as a liberal
capitalist economy might create public pressure restrict government’s interventions to
minimal response necessary to correct market failures (Hood et al., 2001). This is likely to
encourage self-regulatory and voluntary approaches to risk governance as the most ‘rational’
basis for regulatory design across sectors.

Thus, the second goal of this study is to account for variance in cyber risk framings
across sectors and recognize institutional drivers for (lack of) divergence from initial risk
framings and policy outputs, despite the ‘risk colonization’ trend that was identified in early
works (Rothstein et al., 2006).

Third, despite extensive writing on cybersecurity governance, we lack a broad
empirical understanding of how cyber risks are federally governed in the U.S. across time and
space. Nonetheless, policy scholars did address ways in which policymakers have tried to
respond to cyber threats, enabling me to derive some trajectories from that literature:

Several scholars studied decision-making structures in this policy arena and
emphasized the dominant role of the private sector: a group of scholars canvassed public-
private partnerships in protecting critical infrastructures (Eckert, 2005; Quigley and Roy,
2012; Hiller and Russel, 2013; Carr, 2016; Eichensehr, 2017; Boeke, 2017). Underlining the
tension between national security and private economic interests, they elaborated the
decision-making structure of shared responsibility through private sector leadership. Hiller &
Russel (2013) and Harknett & Stever (2011) also discussed the dominance of the business
sector and stressed the influence of private actors on government decisions. The central role
of the private sector was specified in the regulatory processes that governed the health and
financial sectors as well (Johnson, 2015; Thaw, 2013 & 2014). Representatives of private
entities were allowed to be part of the rule-making process and utilize their expertise to
develop required standards. However, for all other sectors of the broader digital economy,

scholars recognized a federal gap. Balitzer (2016) argued that the government left personal
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information and corporate assets vulnerable, while Hartzog and Solove (2015) addressed the
increasing authority and capacity of the Federal Trade Commission (FTC) as an enforcer of
data security standards for sectors that have not been regulated by federal statutes. Therefore,
| expect the private sector to have been the dominant actor in crafting cyber risk governance
frameworks. For the broader digital economy, | expect the FTC to have fulfilled the federal
gap, leading the enforcement efforts of risk governance frameworks.

Another group of scholars studied U.S. cyber governance over time and underscored
specific aspects of policy development. Harknett and Stever (2011), for instance, emphasized
the voluntary and rather incremental nature of cybersecurity policies, while Russo and
Rishikof (2016) highlighted the increasing monitoring & enforcement capabilities for policy
compliance after the 9/11 attacks. Finally, Weiss and Jankauskas (2018) tied governance
arrangements over time to the nature of the cybersecurity problem and the rationale
calculations of policymakers who either delegated or orchestrated third parties in the
governance process. They distinguished between policymakers’ efforts to either build
capacities against cyber-attacks or create resiliency against structural vulnerabilities.

Thus, the third goal of this study is to validate and add new findings on the
development of cyber risk governance over time. Specifically, in my analysis over time, |
expect to find incremental policy changes, increased monitoring and enforcement capacities,

and different strategies for mobilizing third parties.

3 - ANALYTICAL FRAMEWORK & METHODOLOGY

| use qualitative research methods to study the framing and governance of cyber risks
by US federal policymakers in the past 22 years. | examined in a systematic way my corpus
of federal cybersecurity policies (N=30) that includes statutes, executive orders, policy
strategies, and secondary legislation of federal agencies between the years of 1996 and 2018
(for the list of analyzed policies see Appendix 1). The time frame represents the period
between the very first cybersecurity-related policy that was introduced at the federal level
(The 1996 Health Insurance Portability and Accountability Act (HIPAA)) and the last federal
policy in the field (The 2018 SEC’s guidelines). | chose the U.S. federal cybersecurity policy
arena as my case study because it has been evolving for the past 22 years, which allows me to
mine the rich seam of cyber risk frameworks and governance practices.

While the risk framings by policymakers might be better assessed by using interviews

as well, 1 exclusively rely on policy texts in order to capture the framings, meanings, logics,
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and justifications that policymakers were able to agree upon in each policy output. I follow
Schattschneider’s (1960) approach who said that “the definition of alternatives is the supreme
instrument of power. the antagonists can rarely agree on what the issues are because power is
involved in the definition.” (p. 68) | wanted to capture the exact reasoning used for each
policy and realize what kinds of framings eventually guided policy outcomes.

| analyzed federal policy texts in two phases. First, | applied thematic analysis which
IS an inductive research methodology for ‘systematically identifying, organizing, and offering
insight into patterns of meanings across a data set’ (Braun and Clarke, 2012). This approach
is appropriate for this research due to the scarcity of works that have rigorously examined the
different risk governance components of cybersecurity policies. The inductive analysis was
conducted in two steps. In the first step, | recognized ‘key’ sentences and assigned code or
several codes per sentence, representing its principal content or theme. | ignored general legal
language and considered only sentences that added new meanings or additional risk
management practices to the text. Therefore, each key sentence contributes to the design of
cyber risk governance practices. Then, after removing redundancies and duplicate codes,
seven codes that uncover different categories of cyber risk-management emerged:

1.1- Suggested Decision-Making Structure: This category discusses horizontal and vertical

principles of authority distribution and levels of engagement between public and private

actors in cyber risk management efforts.

1.2 - Actors & Institutions involved: This category stresses the addition of new actors and

institutional structures to cyber risk management efforts.

1.3 - Improving Risk Assessment: This category details policymakers’ efforts to promote

cyber risk assessment in companies. It includes efforts to improve companies’ external risk
assessment regarding cyber threats in the ecosystem as well as practices to encourage
companies to undertake internal risk assessment based on their local networks. External risk
assessment is improved by facilitating information sharing and exchange of cyber- threats
information, whereas inspection and internal auditing are the practices whereby internal risk

assessment is ameliorated.

1.4 - Risk Reduction: This category describes preventive practices to reduce cyber risks in

private companies through steps such as standardization.
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1.5 - Improving Risk Mitigation: sentences that pertain to this category address governance

practices that improve companies’ incident response efforts and reporting requirements upon

a cyber-breach to quickly minimize damage after a cyber-attack.

1.6 - Increasing Expertise: This category refers to efforts to provide greater expertise in

addressing cyber risks, in any part of the risk governance cycle.

1.7 - Monitoring & Enforcement: This category addresses efforts to monitor and enforce

cyber risk governance practices, by requiring periodic reporting, posing sanctions, or creating

new enforcement agencies.

In the second phase of the text analysis, | conducted a deductive analysis based on
pre-defined categories derived from Renn’s study (2008), to capture the framings of cyber
risks in the policy texts, as agreed between policymakers, and based on the first phases in the
risk governance cycle — pre-assessment, assessment, characterization and evaluation. My goal
was to deductively detect additional categories in the policy texts and understand how
policymakers perceive, assess, characterize, evaluate, and all together frame cyber risks. In

this phase | was reanalyzing the texts with a special attention to the following categories:

2 - Pre-assessment: Problem Framing — sentences were classified to this category if they

indicated policymakers’ framings of cyber risks. Such problem framing includes ‘the
selection and interpretation of phenomena as relevant risk topics’ (Renn, 2008, p. 48) and
‘the different perspectives of how to conceptualize the issue’ (Renn, 2008, p.51). What
counts as risk can vary among actors and across regulated sectors. In these sentences we can
learn about the values that govern the selection of policymakers’ goals, interests, framings

and concerns.

3 - Risk Assessment: sentences were classified to this category if they included identification

and estimation of the hazards (hazard estimation) or the vulnerability of the targets of cyber

risks (vulnerability assessments) as captured by policymakers framing (Renn, 2008, p. 73).

4 - Risk Characterization and Evaluation: this category of sentences includes policymakers’

judgement on the seriousness of the risk (characterization) as well as its tolerability and
acceptability (evaluation) (Renn, 2008, p. 149) as part of their framing of the risk. Indicators
in the texts include statements on the need to take prompt action and the level of threats to

targets.

Overall, in the thirty policy texts, 463 key sentences were identified. The two phases

of the text analysis yielded a typology of ten categories that were then used to classify key
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sentences in each federal policy into a risk governance phase of either pre-assessment,
assessment, characterization and evaluation, or risk management. In addition, | drew on
secondary sources of information, i.e. the work of scholars who had empirically observed
these governance practices (e.g. Eckert, 2005; Thaw, 2014; Hartzog and Solove, 2015) — to
further understand how federal policies shape cyber risk governance frameworks for each

sector.

4 —U.S. FEDERAL POLICY FRAMEWORKS FOR CYBER RISK GOVERNANCE

In the span of twenty-two years, U.S. federal policymakers have embraced three
distinct framings, and consequently, deployed three different frameworks for cyber risk
governance. These frameworks vary across private sector domains such as critical
infrastructures, health and financial service providers, and non-critical sectors of the broader
digital economy.

Critical infrastructures are defined by the Department of Homeland Security as
‘sectors whose assets, systems, and networks, whether physical or virtual, are considered so
vital to the United States that their incapacitation or destruction would have a debilitating
effect on security, national economic security, national public health or safety, or any
combination thereof.” (DHS.gov). Health and financial service providers are defined as the
sectors the process personal health and financial information. ‘Non-critical’ sectors are
defined by the Department of Commerce as ‘sectors that include functions and services that
create or utilize the Internet or networking services have large potential for growth and
vitalization of the economy,” but fall outside the classification of covered critical
infrastructure as defined by the Department of Homeland Security (Department of
Commerce, 2011).

The thirty policy texts in question include eleven federal statutes, seven executive
orders and presidential directives, four federal agencies guidelines, four federal strategies,
three agency rules, and one commission report. Within these policy texts, 463 key sentences
were identified and categorized: 76 of them were coded to the pre-assessment phase, 18 were
coded to the risk assessment phase, 30 to the risk characterization and evaluation phase, and
339 to the different sub-categories of risk management. It is worth mentioning that these
cybersecurity policy texts usually addressed additional topics, so only specific portions of

them were coded and key sentences were extracted.
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4.1. Critical Infrastructures

| analyzed thirteen federal policies that had broached cyber risks in critical
infrastructures between the years of 1997 and 2015. Within these texts, 226 key sentences
were identified and categorized. Fifteen of them specify how policymakers pre-assess and
frame cyber risks in the domain of critical infrastructures. Twenty-Seven sentences reveal
policymakers’ characterization and evaluation of cyber risks in critical infrastructures.
Finally, the majority of key sentences, 184 out of 226, expounded how the federal
government influenced cyber risk management in private operators of critical infrastructures.

Table 1 below summarizes how the protection regime of critical infrastructures has
been designed according to different phases in the risk governance framework. In the
following paragraphs I discuss how public policies shape the different risk governance

phases.

<TABLE 1 HERE>

Pre-assessment: Problem Framing

Protection form cyber risks in critical infrastructures was consistently framed as a national
security priority and a vital interest of the state. The Marsh Commission Report (1997)
highlighted the dependency of the nation on its infrastructures, the essential role of
infrastructures in public health and safety, and their effect on social well-being, the economy,
and national defense. This framing was used after the 9/11 attacks as well, but this time with
a greater sense of urgency to act (Eckert, 2005). In 2003, The Department of Homeland
Security (DHS) used the word terrorism to describe potential attacks against critical
infrastructures and viewed their protection as a supreme national priority. A decade later,
President Obama issued PDD-21 and adopted a similar framing, arguing that critical
infrastructures are ‘vital to the nation’s safety, prosperity, and well-being, as well as to public
confidence.’ In the years of 2014 and 2015, federal statues and executive orders used the

word ‘terrorism’ again and adopted similar problem framing.

Risk Assessment: Vulnerability Assessment and Hazard Estimation
Policymakers relate to cyber risks in critical infrastructures as a new dimension of
vulnerability. In 1997, policymakers acknowledged that the threat can come from everywhere

— ‘a personal computer and a telephone connection to an Internet Service Provider anywhere
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in the world are enough to cause harm’ (Marsh Commission, 1997, p. 10). Policymakers
described how easily an adversary can bypass national defense to directly attack U.S. critical
infrastructures. In the years of 2001 and 2002 policymakers enumerated the vulnerable
sectors that had become susceptible. When estimating the hazards, no clear evidence was
available. The Marsh Commission stated that it found ‘no evidence of an impending cyber
attack which could have a debilitating effect on the nation’s critical infrastructures’ (p. 1). In
2003, the DHS listed the different hazards that were theoretically feasible following a cyber-
attack on critical infrastructures that might disable essential public services, damage the

orderly functioning of the economy, and disrupt key vital resources.

Risk Characterization and Evaluation:

Risks were characterized as serious and alarming. In 1997, they were perceived as
‘unprecedented national risks’ that the nation had “little defense against.” The consequences
were described as severe and ‘devastating as a backpack full of explosives.” (Marsh
Commission, 1997, p. 10). In 1998, President Clinton had viewed these risks as risks for
military power as well, and in 2003 the DHS used the word terrorism for the first time in this
context and argued that such risks could cause mass causalities, catastrophic health effects,
and damage to public morale and confidence. The consequences were compared to those
from weapon of mass destruction (WMDs). Ten years later, president Obama viewed the risk
as a constantly growing one, which was still one of the ‘most serious national security
challenges we must confront’ (EO 13636, 2013). The consequences were viewed as
catastrophic for vital domains such as health, safety, economic security, and national security,

and risks were evaluated as ‘unacceptable’, requiring ‘immediate action.’

Risk Management:

The majority of coded sentences — 81 percent — addressed risk management practices. Out of
184 key sentences, 27 subsumed two different codes, yielding 211 sentences (or rather
statements), which were then assigned to different risk management categories.

Fifteen percent of the coded sentences conveyed the suggested decision-making
structure to protect critical infrastructures. With approximately eighty-five percent of U.S.
infrastructures privately owned or operated (Harrell, 2017), the paradigm of shared
responsibility with private sector leadership has dominated the policy agenda. From 1997,
shared responsibility was perceived as ‘the only sure path to protected infrastructures’ and as

a challenge to the ‘conventional way of thinking about government and private sector
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interaction” (Marsh Commission, 1997, p. 1). Private owners should take the steps to protect
themselves and the government ought to facilitate pertinent information sharing practices to
assist them. Expressions such as ‘genuine partnerships’, ‘trust’, and ‘mutual responsibilities’
were commonly used, even though these risks were framed as national security risks for
which the state was traditionally the main policy actor. Policymakers viewed private owners
and operators of critical infrastructures as those who had the knowledge, access, and
technology to defend themselves, while the federal government was regarded as an
intelligence resource with law enforcement capabilities that could deter potential threat
actors. Increased government regulation was deliberately avoided. Market incentives were
viewed as ‘the first choice for addressing the problem... regulation will be used only in the
face of a material failure of the market to protect the health, safety, or well-being of the
American people’ (PDD-63, 1998). The broad federal mandate to private operators continued
to 2013.

Third of the risk-management sentences detailed new institutions & actors to be
involved in cyber risk governance, as the government experimented with various institutional
structures to find the most suitable one for defending critical infrastructures. In 1997 and
1998, owners and operators were assigned responsibility to self-set their protection measures,
while intelligence agencies were deemed responsible for facilitating and sharing relevant
information. Each infrastructure sector had to select a sector coordinator to work with the
government with a designated Sector Liaison Official in the federal department. Moreover,
each department had to nominate a Chief Infrastructure Assurance Officer (CIAQO) that was
responsible for the department’s critical infrastructure protection mission, and a new Senior
Director for Infrastructure Protection was appointed, becoming part of the National Security
Council (NSC) staff. In 1998, the FBI was ordered by President Clinton to expand its
National Infrastructure Protection Center (NIPC) and sanitize law enforcement and
intelligence information about cyber threats. The Department of Defense (DoD) and
Department of Commerce (DoC) were ordered to work with the private sector and provide
expertise to develop security-related best practice standards. In 2001, additional coordination
bodies were established — a senior executive branch board to coordinate federal efforts, and
the National Infrastructure Advisory Council (NIAC) that adviced the president. The
Department of State and law enforcement agencies were also engaged in developing
programs for increasing enforcement against cyber criminals. Through the 2001 Patriot Act,
the government established the National Infrastructure Simulation and Analysis Center

(NISAC) to serve as a source of national competence while catering to operators and private
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owners. In 2002, the Administration decided to eliminate the infrastructure protection office
within the NSC and to create the DHS. With its establishment, most responsibilities for
information sharing and infrastructure protection were carried out through the DHS’ Under
Secretary for Information Analysis and Infrastructure Protection. The new Under Secretary
had to work with the Director of Central Intelligence (CIA) to ensure that intelligence or
other information related to terrorism could be accessed by the relevant federal entities. In
2009, the DHS launched a new National Cybersecurity and Communications Integration
Center (NCCIC), which served as a “Watch and Warning Center’ to address threat and
incidents affecting critical infrastructures. The unified entity brought together the U.S.
Computer Emergency Readiness Team (US-CERT) and the National Coordinating Center for
Telecommunications (NCC). In 2013, president Obama restated the responsibility of federal
departments and agency heads for the security of their respective critical infrastructures while
authorizing the DHS to serve as the ‘meta-regulator’ and provide guidance and coordination
for overall efforts. The protection of national monuments lay with the Department of Interior
whereas the Nuclear Regulatory Commission (NRC) was vested with the protection of
commercial nuclear power reactors through cooperation with DHS, DOJ, the Department of
Energy, and the Environmental Protection Agency. The Federal Communications
Commission (FCC) was vested with the responsibility to guard communications’
infrastructures. President Obama also named two national critical infrastructure centres — one
for physical infrastructure and one for cyber infrastructure. They served as focal points for
critical infrastructure partners to obtain situational awareness and integrated actionable
information to protect the physical and cyber aspects of critical infrastructure. President
Obama’s Executive Order 13636 also required the Attorney General, The Secretary of
Homeland Security, and the Director of National Intelligence to issue reports on emerging
cyber threats. In 2015, President Obama published sanctions against cyber criminals who
posed a threat to U.S. critical infrastructures, enforceable by the Secretary of Treasury.

A quarter of the risk-management sentences address practices to improve external and
internal risk assessments of critical operators. The lack of threat information was perceived
as fundamental to protection efforts. Private actors were reluctant to share information and
did so only after they had suffered substantial loss or had been convinced of imminent danger
to the continuity of their operations. In 1998, President Clinton ordered the opening of a
national center to warn of significant infrastructure attacks — the National Infrastructure
Protection Center (NIPC) — based on law enforcement and intelligence information. The

voluntary creation of private sector information sharing and analysis centers (ISACs) was
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highly encouraged. When the DHS was established in 2002, information sharing
responsibilities were consolidated. The DHS has had a central information sharing program -
the Cyber Information Sharing and Collaboration Program (CISCP), providing information
sharing partnerships between enterprises and the department at no cost. The DHS set up the
U.S. Cyber Emergency Response Team (CERT) center to provide the latest computer-related
threats information. In order to incentivize sharing, voluntary information sharing was
protected and could not be used against a company. In 2013, the FBI was requested to lead
‘federal efforts for collecting, analysing, and disseminating cyber threat information through
a dedicated National Cyber Investigative Joint Task Force.” The Director of National
Intelligence (DNI) furnished intelligence assessments. With these efforts, unclassified reports
of cyber threats were to be provided by the intelligence community, and private sector
experts were brought into federal service on a temporary basis to advise on the best structure
and type of information most useful to operators of critical infrastructures. In 2015, President
Obama further encouraged voluntary information sharing by setting in train mechanisms to
improve the capabilities of private Information Sharing and Analysis Organizations (ISAOs),
allowing private operators to better partner with the federal government.

Risk Reduction steps are discussed in nine percent of the sentences. Nonetheless, the
approach is mostly voluntary and provides discretion to private operators and regulators in
each critical sector over if and how to implement standards. Since 1997 policymakers have
recognized the importance of ‘protecting our infrastructures against cyber threats before they
materialize and produce major system damage’ (Marsh Commission, 1997, p. 5). Owners of
critical infrastructures were strongly encouraged to take prudent steps to reduce or completely
eliminate their vulnerabilities. Business groups, however, noted that shareholders had little
financial incentive to invest in security beyond their stake in the corporation, and thus
shareholders would have supported security investments only to the extent that to do so had
been profitable (Eckert, 2005). In 2007, the need for mandatory risk reduction steps in the
chemical sector was codified in the 2007 DHS Appropriations Act. In 2013, President Obama
pushed this a step further and ordered the development of the ‘Cybersecurity Framework’ by
the National Institute for Standards and Technology (NIST) to ‘reduce cyber risks to critical
infrastructure’ (PDD-21, 2013). The Secretary of Homeland Security was ordered to establish
a voluntary program to support the adoption of NIST’s Cybersecurity Framework by private
operators. Sector-specific-agencies were called upon to guide implementation, and agencies
charged with the regulation of critical infrastructures were supposed to review the framework

to determine whether existing regulatory requirements were sufficient. The degree to which
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these activities were obligatory and enforced varied across sectors. For instance, nuclear
power plants had to meet very specific standards for vulnerability assessment and take
necessary actions enforced by the NRC. In the electricity sector, it was the non-profit self-
regulation body, The North American Electric Reliability Corporation (NERC), that issued
and enforced mandatory requirements. In contrast, in sectors such as information and
communications or oil and gas, these measures were voluntary rather than compulsory.

Risk mitigation practices to minimize the damage after a cyber incident were
addressed by six percent of the sentences. In 2001, President Bush ordered the Attorney
General to increase support to computer forensic laboratories and help companies obtain and
compile evidence of criminal activity. President Bush established the National Infrastructure
Simulation and Analysis Center (NISAC) to serve as a source of national competence and
respond to cyber incidents. The DHS Act of 2002 heralded the establishment of ‘NET
Guard’— local teams of volunteers with expertise in relevant areas to assist in responding and
minimizing cyber damages. In 2013, President Obama ordered DHS to ‘demonstrate a near
real-time situational awareness capability for critical infrastructure...mitigating damage or
reducing further degradation of a critical infrastructure capability throughout an incident’
(PDD-21, 2013).

Expertise issues are mooted in five percent of the sentences. The need to increase
expertise was raised for the first time after the 9/11 attacks. President Bush ordered extensive
modelling for evaluating appropriate mechanisms to ensure the stability of complex
infrastructure systems. In 2002, one of DHS’ roles was to provide technical assistance to the
private sector. In 2013, President Obama called for the engagement of the DoC in efforts
related to critical infrastructures in an attempt to keep services and products accessible and
timely. To better utilize information sharing practices, President Obama also requested
‘subject matter experts’ to get involved in rendering advice regarding the content, structure,
and type of available information to reduce and mitigate cyber risks.

Finally, four percent of the sentences describe monitoring and enforcement processes.
In 2001 enforcement capabilities increased through the establishment of a national network of
electronic crime task forces. In 2013 president Obama required annual reporting from sector-
specific-agencies on critical infrastructure assurance, and the extent to which they complied
with NIST’s Cybersecurity Framework. In 2015 enforcement capacities were boosted as
President Obama, through the Department of Treasury, sanctioned the entry and financial

resources of individuals who were engaged in cyber-crimes against critical infrastructures.
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4.2. HEALTH AND FINANCIAL SERVICE PROVIDERS

| analyzed eight federal policies that address cyber risks pertaining to healthcare and
financial service providers between the years of 1996 and 2013. Within these texts, 52 key
sentences were identified and categorized. Most sentences, 46 out of 52, address risk
management practices, and six describe how policymakers frame the problem. Since they
share the same risk framing and hierarchical regulatory style, I chose to consolidate cyber
risk governance in healthcare and financial service providers under a single regime. Some
differences are nonetheless evident, and | address them in detail in the paragraphs below.

Table 2 summarizes how the protection of health and financial sectors was designed
according to different phases in the risk governance framework. In the following paragraphs I
discuss how public policies shape the different risk governance phases in these sectors.

<TABLE 2 HERE>

Pre-Assessment: Problem Framing

There is only little evidence in the data on how policymakers framed cyber risks in these
sectors. Still, from the coded sentences | witnessed how policymakers from both sectors share
similar framings and perceive cyber risks as a problem of protecting personal information.
For financial service providers, the 1999 Gramm-Leach-Bliley Act (GLBA) framed the
problem as a problem of privacy for which Congress must ensure ‘that each financial
institution has an affirmative and continuing obligation to respect the privacy of its customers
and to protect the security and confidentiality of those customers’ personal information.” This
framing was updated in 2013 by the Securities Exchange Commission (SEC) and the
Commodity Futures Trading Commission (CFTC) that viewed the growth and expansion of
information technology as an increased threat to ‘the integrity and privacy of personal
information... the federal government should take steps to help individuals protect
themselves from risks of theft, loss, and abuse of their personal information.’ For health
service providers, the FTC defined in 2009 breach of security as an ‘acquisition of
identifiable health information without the authorization of the individual.” The problem was
framed as a problem of protecting ‘personal health records’ and there was a need to prevent

the exposure of sensitive information that jeopardized individuals’ privacy.

Risk Management:
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The suggested decision-making structure is hierarchical but provides a lot of influence to
industry stakeholders. In the healthcare sector, administrative agencies have run the gamut of
regulatory responsibilities. In 1996, the Secretary of Health and Human Services (HHS) was
recognized as the ultimate regulatory authority in this domain, but private actors were
allowed to be part of the rule-making process. In the financial sector, the design of policies
and enforcement mechanisms has taken place through traditional and hierarchical financial
regulators. At the same time, the SEC provided flexibility to private actors to decide which
identity thefts risks were most apposite to their operations and suggested that a designated
individual within the corporation be responsible for overseeing those risks.

In terms of actors and institutions to be involved, the healthcare industry was
regulated through a single department, HHS, while financial service providers were regulated
through a variety of legacy financial regulators: the 1999 GLBA incorporated Federal
banking agencies, The National Credit Union Administration, the Secretary of Treasury, the
FTC, SEC, CFTC, and National Association of Insurance Commissioners as relevant actors
to guide and enforce regulations. The 2010 Dodd-Frank Wall Street Reform and Consumer
Protection Act created the Consumer of Financial Protection Bureau (CFPB) as an additional
monitoring and enforcement entity for information security in the financial sector. The CFPB
has had rulemaking, enforcement, and supervisory powers over many consumer financial
products and services, including the authority to develop identity theft guidelines. It could
have also issued rules declaring certain acts or practices to be unlawful. Additional important
enforcement agency was the FTC. It was established in 1914 to protect consumers from
deceptive or unfair business practices (Section 5 authority) and has used this authority to
bring enforcement actions against companies that failed to protect consumers’ personal
information. The 1999 GLBA gave the FTC direct authority over data protection in the
financial services industry. Previously, many entities in this industry such as banks were
explicitly excluded from the FTC’s Section 5 authority.

Risk Assessment for health service providers was addressed through the requirement
for periodic audits by the 1996 HIPAA. For financial service providers, companies’ risk
assessment processes were addressed through the 2002 Sarbanes—Oxley (SOX) Act that
required an assessment of the effectiveness of ‘internal control structure and procedures’,
including information security controls. At the same time, risk-assessments of external cyber
threats have developed through DHS’ Financial Sector Information Sharing and Analysis
Center (FS-ISAC). It was originally used for critical financial services, and now provides

membership-based access to cyber threats.
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Healthcare policies have emphasized risk reduction measures that are apparent in 24
percent of the analyzed risk management sentences. These measures include standardization
of both privacy and information security. The standards were to be developed with industry
stakeholders. In 2009, the scope of regulated entities has increased as business associates of
covered entities became directly liable for information security. For financial service
providers, risk reduction steps were mainly addressed by the 1999 GLBA that established
appropriate standards for financial institutions with regard to the administrative, technical,
and physical safeguards, endeavoring to ensure the security and confidentiality of customer
records by guarding against any anticipated threats or hazard to the security or integrity of
information records. The statute left a great deal of flexibility for corporate managers to
choose among the methods to use and outcomes to achieve based on their risk-management
planning (Thaw, 2014).

Healthcare policymakers also addressed risk mitigation measures, which are apparent
in 21 percent of the sentences. The 2009 FTC’s health breach notification rule specified the
required steps upon a discovery of a data breach, including setting in motion notifications and
measures to mitigate risk and minimize damage no later than *60 calendar days after the
discovery.” The 2013 HITECH supplanted the breach notification rule harm’s threshold with
a more objective standard, mandating HHS Secretary to post a list of covered entities that had
experienced breaches involving more than 500 individuals on the Department’s website. Such
breaches were to be immediately reported to the Secretary. Improving risk mitigation in
financial institutions was addressed by the 2013 SEC and CFTC rule to mitigate identity
theft. The rule required financial institutions to establish a program to minimize damage from
identity theft.

Most sentences that have to do with healthcare policies, 45 percent, deal with
monitoring and enforcement practices. In the 1996 HIPAA, the Congressional Committee
was asked to post a report to Congress on the implementation of the act. Furthermore, the
2009 HITECH introduced civil pecuniary penalties for violations of HIPAA, establishing
categories of violations and respective penalties based on the nature and extent of the
violation. The Act also allows an individual who believed a covered entity was not
complying with HIPAA to file a complaint. In terms of monitoring, the HITECH Act
required the HHS Secretary to conduct periodic audits to ensure that covered entities and
business associates abide by the Law. The HITECH Act also required the Secretary to submit
annual reports to Congress and summarize the number and types of complaints received,

enforcement actions, audits preformed, and plans for improving compliance. In 2013,
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HIPAA’s Enforcement Rule changed to incorporate further, tiered civil pecuniary penalty
structure.

In financial federal policies, monitoring and enforcement was also addressed by the
majority of sentences — 44 percent. In the 1999 GLBA, enforcement was vested in the
relevant federal financial regulators, state insurance auditors, and the FTC. The SOX 2002
Act required to include information security controls in regular financial reporting of
companies. Section 404 of the act provided the framework for SEC to become an active
federal cybersecurity regulator over publicly-traded companies. The 2010 Dodd-Frank Act
referred to CFPB and SEC as the authorities to prescribe regulations of information security
based on GLBA, and specifically ordered the CFPB to enforce a ban on unfair, deceptive, or
abusive acts or practices and complement FTC’s efforts in the field in that regard. Monitoring
and enforcement efforts were addressed further by the 2013 SEC and CFTC Rule, as it

required effective oversight of the arrangements of financial service providers.

4.3. NON-CRITICAL SECTORS

| analyzed nine federal policies that address cyber risks in non-critical sectors between
the years of 1997 and 2018. These sectors are defined by the 2011 DoC’s strategy for
cybersecurity that recognized a variety of business sectors that fall outside the classification
of covered critical infrastructures, but ‘create or utilize the Internet and have a large potential
for growth, entrepreneurship, and vitalization of the economy.” (p. iv) Within these texts, 185
key sentences were identified and categorized. Fifty-five of them lay down how policymakers
pre-assess and frame cyber risks. Eighteen sentences reveal policymakers’ characterization
and evaluation of the risks, and finally, 109 out of 185 detail risk management practices.

Table 3 below summarizes how the protection of non-critical sectors was designed
according to different phases in the risk governance framework. In the following paragraphs |

discuss how public policies shape the different risk governance phases in these sectors.

<TABLE 3 HERE>

Pre-Assessment: Problem Framing
Thirty percent of the sentences analyzed describe policymakers’ framing of the problem. The

risk framing has been institutionalized since the 1997 Framework for Global Electronic
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Commerce. In this framework, cyber risks were framed as challenges for economic
development and to the ‘new models of commercial interactions...that has the potential to
revolutionize commerce by dramatically lowering transaction costs and facilitating new types
of commercial transactions.” Privacy and data security in the network environment were
perceived as ‘essential for people to feel comfortable doing business...if Internet users do not
have confidence that their communications and data are safe...they will be unlikely to use the
Internet on a routine basis for commerce.” In 2010 and 2011, this problem framing persisted
in two DoC’s strategy documents. These texts depicted the Internet as central to the economy
but challenged by the need to secure a vast amount of stored, sensitive personal information .
Therefore, commercial data privacy and security were portrayed as an ‘urgent economic and
social matter,” and cybersecurity protections were described as ‘critical to ensuring that the
Internet fulfills its social and economic potential.” Without proper cybersecurity, customers
could be lost and trust in the online environment could be eroded. The commercial
importance of cybersecurity was also limned in president Obama’s 2011 Strategy for Trusted
Identities that looked upon cybersecurity as critical for prosperity and productivity. In 2015,
the SEC identified cybersecurity as a ‘public interest and appropriate for the protection of
investors and the maintenance of fair and orderly markets to assure the economically efficient
execution of transactions.” Policymakers perceived cybersecurity as a practice that would
advance the goals of the national market system. This paradigm has continued into 2018
through SEC’s guidelines that describe how cybersecurity risks pose ‘threats to investors and
capital markets.” Investors, the general public and the economy are viewed as dependent

upon ‘security and reliability of information and communications technologies.’

Risk Assessment: Vulnerability Assessment and Hazard Estimation

Risk Assessment by policymakers is described by five percent of the sentences. In the DoC’s
strategy from 2011, policymakers provided hazard estimates that explicated the exploitation
of the interconnectedness of the Internet in the form of, inter alia, targeted attacks for
stealing, manipulating, destroying, or denying access to sensitive data. In 2018 SEC’s
guidelines, hazard estimation also broached ‘substantial costs and negative consequences’
that a company might face due to the ‘theft of financial assets, intellectual property, or other
sensitive information belonging to companies, their customers, or their business partners.’
These costs consisted of remediation costs, repairs of system damage, and incentives to
customers or business partners to maintain relationship after an attack. Damage to a

company’s competitiveness, stock price, and long-term shareholder value in the aftermath
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were also mentioned. With regard to vulnerability assessment, policymakers noticed how the
evolution of U.S. securities markets in recent years has become almost entirely electronic and
highly dependent on sophisticated trading technologies, which made it vulnerable.
Policymakers based their fears on incidents of delayed trading, halted trading, and errors in

trading due to cyber risks that had come about in the past.

Risk Characterization & Evaluation:

Risk characterization and evaluation is described by seven percent of the sentences analyzed.
In 2010 DoC'’s strategy, cyber risks in non-critical systems were viewed as increasingly acute
because ‘the U.S. economy and society depend more heavily on broadened use of personal
information that can be more easily gathered, stored, and analyzed.” In the 2011 strategy,
cyber risks were described as ‘exponentially growing...with tens of thousands of new
malware threats every day that had more than doubled since 2009.” Non-critical sectors were
portrayed as ‘sectors at great risk that can put others at great risk if private owners do not
adequately secure their networks and services... the constantly evolving nature of threats and
vulnerabilities not only affects individual firms and their customers, but collectively poses a
persistent economic and national security challenge.” SEC’s policy from 2015 further
elaborated on the tolerability of the risk: ‘a seemingly minor system problem at a single entity
can quickly create losses and liability for market participants, and spread rapidly across the
national market system, potentially creating widespread damage and harm to market
participants, including investors.” The urgency to act upon cyber risks was also evident in
2011 Obama’s strategy that articulated a ‘compelling need to address these problems as soon
as possible.” SEC’s regulation from 2015 argued that ‘it is necessary and appropriate at this
time to address technological vulnerabilities. .. of the core technology of key U.S. securities
market entities.” SEC’s guidelines from 2018 have further accentuated the ‘frequency,
magnitude, and cost of cybersecurity incidents’ and how critical it has been for public
companies to immediately take all necessary actions to inform investors about material

cybersecurity risks and incidents.

Risk Management

The majority of coded sentences — 59 percent — address risk management practices for coping
with cyber risks in non-critical sectors. Out of 109 key sentences, six comprise two different
codes, which translates to 115 sentences (or more precisely statements) to which different

risk management categories have been assigned.
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The suggested decision-making structure is discussed by 34 percent of the sentences.
In 1997, policymakers called for a non-regulatory, market-oriented approach, to ‘support
global businesses and commerce.” The private sector was considered the main leader since
‘innovation, expanded services, broader participation, and lower prices will arise in a market-
driven arena, not in an environment that operates as a regulated industry.” The role of the
government as a facilitator was also described in the 2010 & 2011 DoC strategies for the
digital economy: ‘industry codes would develop faster and provide more flexibility than
legislation or regulations...our approach recognizes a key role for government in convening
stakeholders and leading the way to policy solutions that protect the public interest...but pure
government prescription is a prescription of failure.” Policymakers highlighted the important
role of incentives to ‘motivate all parties in the Internet economy to make appropriate
security investments...that are carefully balanced to heighten cybersecurity without creating
barriers to innovation, economic growth, and the free flow of information.” In the 2011
Obama’s strategy for trusted identities, the private sector was required to lead the
development; it was specifically stated that ‘the government will neither mandate that
individuals nor that companies use the Identity Ecosystem credentials.” Some cracks in this
self-regulation paradigm was evident in the 2015 SEC’s Systems Compliance and Integrity
(SCI) regulation, which on the one hand praised SEC’s voluntary approach to security, but on
the other hand noted how such approach ‘constrains the Commission’s ability to assure
compliance with standards.’

Actors and institutions were discussed by seven percent of the sentences. The private
sector was perceived as the main resource for coping with the risks. In the 2010 DoC’s
strategy, The DoC and FTC also have been assigned important roles in ‘reducing barriers to
digital commerce, while strengthening protection for cybersecurity’. Specifically, the FTC
has made data security self-regulation more meaningful through its enforcement of the
promises that companies made about the way they collect, use, and protect data. It has filled
the regulatory gap over large industries that have not been regulated by federal data
protection statutes. Instead of imposing top-down rules all at once, the FTC has integrated
itself into a largely self-regulatory approach, gradually developing it into a more robust
regulatory system for enforcing norms that have been developed by the industry (Hartzog and
Solove, 2015). Additional actors emerged in the 2015 Cyber Information Sharing Act
(CISA). The Act addressed information sharing and urged security actors — DHS, DoD, and

Attorney general — to develop and issue procedures to facilitate and advance timely sharing of
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cyber threats. Over the years, SEC has become an important regulator of public companies
with respect to cybersecurity owing to its reporting requirements.

Risk Assessment is addressed by 17 percent of the sentences and is facilitated through
voluntary information sharing programs with the involvement of the government, and
specifically DoC and DHS. These practices were viewed as ways to ‘increase defensive
knowledge’ (DoC Framework, 2011). In 2014, a dedicated memao signed by The Department
of Justice and the FTC was issued to remove anti-trust restrictions over information sharing
practices. The passage of CISA in 2015 also aimed to encourage voluntary and timely sharing
of cyber threat information, something which came in conjunction with authorization for
owners to monitor their private networks. The Act provided liability protections against
privacy suits ensuing from the monitoring or the sharing of threat information with the
government. Within this legislation, The DHS Center — The National Cybersecurity and
Communications Integration Center (NCCIC) — may ‘enter into a voluntary information
sharing relationship with non-Federal entity.” SEC SCI’s regulation in 2015 has advanced
internal risk assessment for SCI organizations by requiring quarterly review reports of the
systems. Enforcement actions by CFPB has fostered further internal data-security risk
assessments.

Steps for Risk Reduction are described by 18 percent of the sentences. They include
standardization practices, which were viewed in 1997 as “critical in the long term...they
encourage competition and reduce uncertainty in the global marketplace...but can also lock-
in outdated technology.’ In the years of 2010 and 2011, the DoC recommends ‘the
consideration of the broad adoption of comprehensive Fair Information Practice Principles
(FIPPs),” and that ‘the U.S. government and stakeholders come together to promote security
standards.” The 2011 strategy acknowledged that NIST’s Cybersecurity Framework have
become the ‘leading source for cybersecurity protection for the private sector,” and called for
rapid development and implementation of sector-specific, consensus-based, codes of conduct.
The DoC identified the incapacity of small sectors to establish their own voluntary codes of
conduct and underscored its role to convene stakeholders and facilitate the development of
proper codes. The DoC urged passage of a national cyber-breach notification law, ‘because
requiring such disclosures may encourage firms to take more care to avoid breaches in the
first place.” SEC’s policy on SCIs required the establishment of written policies and
producers to ensure in advance that systems have adequate capacities to function in the
current threat landscape. The first CFPB enforcement also emphasized the importance of

adopting reasonable and appropriate data-security measures to protect ‘consumers’ personal
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information on its computer networks and applications.” In 2018, SEC guidelines specifically
asked public companies to ‘consider preventive measures in the context of a cyber event.’

Risk Mitigation steps appear in ten percent of the sentences. The 2010 DoC strategy
specifically called for federal data security breach law that would set national standards for
steps to be taken following cyber incidents, and ‘provide clarity to individuals regarding the
protection of their information throughout the United States, streamline industry compliance,
and allow businesses to develop a strong nationwide data management strategy.’ In 2018,
SEC set forth the importance of setting an appropriate time frame for the disclosure of cyber
risks and incidents that ‘provide an appropriate method of discerning the impact that such
matters may have on the company and its business.” The risk was regarded as risk to
investors. Companies were expected to disclose cybersecurity risks and incidents that were
material to their investors and such disclosures should include ‘specific information that is
useful to investors to mitigate their risks.'

Expertise issues were rarely discussed in these policies. They were clearly mentioned
once in the 2011 DoC strategy that called on the DoC to promote research and development
of technologies that would increase protection.

Issues of monitoring and enforcement are discussed in 13 percent of the sentences.
FTC’s role in challenging deceptive and unfair acts in the market was described by the 2011
DoC strategy as vital to companies’ voluntary efforts to implement specific best practices.
Hertzog and Solove (2015) discussed the significant role of FTC as a ‘standard codifier in
this sector.” Instead of creating new norms and standards, the FTC waited until norms and
standards have developed to begin enforcement. The 2011 DoC strategy substantiated the
2002 SOX Act that ‘requires management to certify internal controls are in place to address a
wide range of issues including data security.” In 2015, SEC required SCI entities to
participate in scheduled testing of the operation of their business continuity and disaster
recovery plans. This would help monitor compliance in advance and take preventive steps if
needed. In 2016, CFPB’s enforcement act explicated how false representations of data
security practices violated the Consumer Financial Protection Act of 2010. The CFPB then
ordered further civil pecuniary penalties in cases of violation: ‘Respondent must pay a civil
pecuniary penalty of $100,000 to the Bureau.’ In 2018, SEC discussed the expectation from
companies financial reporting ‘to provide reasonable assurance that information about the
range and magnitude of the financial impacts of a cybersecurity incident would be

incorporated in financial statements on a timely basis.’
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5 — COMPARATIVE ANALYSIS: CYBER RISK GOVERNANCE ACROSS SECTORS
AND OVER TIME
| demonstrated how federal cybersecurity polices created three distinct risk frames
and governance outputs across sectors. | found that each regime was based on different
perception, characterization, and evaluation of cyber risks that constituted the overall risk
framing by policymakers. These different framings only partially influenced the various

decision-making structures and risk-management strategies as described in table 4 below.

<TABLE 4 HERE>

For the pressing and potentially catastrophic issue of protecting critical
infrastructures, early policies from 1997, and those that were enacted after the 9/11 attacks,
contained the majority of risk framing sentences. Policymakers tried to embrace a rather
revolutionary approach, one that was based on their assessment that a new dimension of
vulnerability had emerged. This required immediate action before it affected fundamental
aspects in society such as public health, safety, and economic security.

Still, despite an alarming risk framing, government intervention included only limited
number of mandatory requirements. A new model of shared public-private responsibility had
developed and persisted over time, as traditional top-down regulation has been avoided for
the most part. The private sector was perceived as primarily responsible for protection
practices in critical sectors. Hence, coercive risk reduction steps and monitoring and
enforcement capacities were carefully designed, in a rather late stage of policy development
(2013), bringing private influence into play.

This discrepancy between the sense of urgency over risks from critical infrastructures
that was evident already in 1997, and the late steps taken by policymakers to require risk
reduction can be explained by the fragmented structure of the critical infrastructures” domain.
With the proliferation of government agencies and decision makers over critical sectors in the
US, policymakers had to create governance structures that align with existing industry
practices. In addition, the variety of regulatory styles in each critical sector led to the creation
of shared models of responsibility that go along with the US capitalist regulatory approach to
encourage self-regulatory and voluntary market practices. Still, in its role as an enabler and
facilitator of information sharing initiatives, the government laid out significant resources and
involved more than dozen federal branches in its efforts, this time in accordance with the way

these risks were perceived.
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For health and financial service providers, cyber risks were framed as traditional
problems of privacy. According to policymakers, the main role of the government was to
address the potential theft, loss, and abuse of personal information in these sectors. Therefore,
hierarchical and legacy institutions were authorized to federally govern cybersecurity.
Accordingly, significant efforts were expended in the more coercive aspects of risk-
management: risk reduction and mitigation steps as well as monitoring and enforcement
capacities. Within this framework, companies were required to implement preventive
measures and disclose cyber breaches, the scope of regulated entities increased over time,
civil penalties were introduced, and a growing number of federal agencies augmented their
enforcement authority.

The traditional regulatory styles in health and finance domains — of capable and
influential regulatory agencies — led the way for policymakers to design vertical, top-down
governance practices, that pushed for coercive risk reduction steps. Despite this rather
traditional approach, there was much room in the policy process for industry actors to craft
standards and compliance requirements. It seems that policymakers acknowledged the lack of
expertise in the government and the need to work with industry experts. In addition, the
fragmented regulatory landscape of financial regulators that include multiple decision makers
led policymakers to allow representation of the various approaches in the initial phases of
policy design.

For non-critical sectors, cyber risks were framed as a serious obstacle for economic
development. They undermined consumer confidence and damaged companies’ reputation
and competitiveness. Based on experience and evidence, policymakers addressed market
participants and investors as those who were at a great risk, and instructed companies to take
immediate steps to unleash the potential of the digital economy.

Yet again, similar to risk governance frameworks for critical infrastructures, the
alarming risk framing did not lead to significant government intervention in market practices.
Vice versa, the suggested decision-making structure was completely market- and incentives-
based, working in conjunction with traditional actors from the commerce sector — the FTC,
DoC, and SEC. Accordingly, the government recommended rather than mandated risk
reduction and mitigation steps: risk reduction was encouraged to create market clarity and
competition, and timely disclosure of breaches was advocated to safeguard investors. The
main and almost only domain for government intervention was through monitoring and
enforcement of self-regulation practices. These capacities improved with the growing scope

of FTC’s involvement and competences over time, and the mandate given to SEC and CFPB
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in this policy area. This also included the introduction of civil pecuniary penalties for non-
compliance. In recent years, the government has started to copy information sharing practices
from the critical infrastructures sector. Traditional security agencies — DHS, DoD, and DoJ —
have become more involved, and legal restrictions to information sharing have been removed.

This discrepancy between the alarming risk framing and governance outputs can be
explained by the fragmented federal structure of the US government system and the role that
states fulfill in regulating data security in these sectors. According to the National Conference
of State Legislatures, half of US states have laws that require mandatory data security
practices in non-critical sectors (NCSL, 2019). The number of states with these types of laws
has doubled since 2016, reflecting growing concerns about computer crimes in ways that fit
the framings of those risks. Moreover, the liberal capitalist regulatory style in the US can
explain why the government has yet to pass a binding federal law that requires data security
practices from all companies across the economy. The federal government relies on states’
intervention and market forces, and does not diverge from traditional liberal regulatory norms
in those sectors.

A second set of comparative findings arises from tracing which risk-management
practices have been addressed by policymakers over time. The critical infrastructures
protection regime had been initially designed in 1997-1998 and remained rather stable with
two punctuation points: (1) post 9/11, the government advanced new institutional structures,
introduced new agencies, improved operators’ risk assessment, aiming to increase expertise
and mitigation efforts. (2) In 2013, the Obama Administration passed significant executive
orders that comprehensively addressed risk-reduction steps for the first time for these sectors,
engendering new institutional structures and addressing expertise and risk assessment issues
after more than a decade. The risk was consistently perceived as serious and alarming, but
decision-making structures stayed rather the same. Initial issue definition and the persistence
of risk governance practices in critical sectors highlight the significance of self-reinforcing
practices (Pierson, 2000) and the inability of policymakers to diverge from early policy paths.

Figure 1 below underlines the two punctuation points — 9/11 and 2013 and visualizes

how risk management issues developed, materializing in policies in this sector.

<FIGURE 1 HERE>

The regime to protect health and financial service providers was even more stable,

with less punctuation points over time. Risk reduction steps and pertinent actors were
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introduced at an early stage, with increasing monitoring and enforcement capacities coming
into effect in 2009 and broadening the scope of regulated entities in 2013. The traditional
approach of improving monitoring and enforcement capabilities rather than other risk
management practices led to the development of private initiatives in the fields of risk
assessment and reduction. In the financial sector it has taken effect through FS-ISACs for
information sharing and Payment Card Industry (PCI) for standards, and in the healthcare
sector through HiTrust, an information sharing initiative. The private sector was able to fill
the vacuum created by federal policymakers, who were unable to diverge from their initial
policy paths. Figure 2 below visualizes how risk management issues have materialized in
policies in these sectors and highlights the relatively stable nature of the risk governance

framework.

<FIGURE 2 HERE>

Finally, the more dynamic risk regime over time, especially since 2013, is the regime
that aims to protect non-critical sectors. Federal policy strategies and instruments promote
different aspects of risk-management in certain time frames. But while the suggested
decision-making structures remain constant and the voluntary approach persists, since 2015,
significant developments are discernible in the (1) type of actors that have been involved —
traditional security agencies joined information sharing efforts, (2) efforts to improve risk
assessment — through new mechanisms and incentives for information sharing that were
introduced, and (3) risk mitigation steps - that were promoted in 2018 by SEC to protect
investors. At the same time, risk reduction steps that policymakers perceived as vital and
crucial at an early stage, have remained voluntary throughout the years. Policymakers have
chosen not to diverge from the self-regulation paradigm of this regime, despite evidence-
based hazard estimates and the perceived level of seriousness of the risk. Figure 3 below
visualizes how risk management issues have materialized in policies in these sectors,
stressing the rather unstable nature of these governance frameworks in certain risk

management topics.

<FIGURE 3 HERE>
6 — CONCLUSION
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U.S. policymakers have espoused three distinct risk framings to address cybersecurity
risks from digital technologies. Each framing entailed a separate set of actors and objects to
protect, but despite a sense of urgency, was less effective in mobilizing coercive risk
management steps. In line with existent literature, | conclude that federal cybersecurity
governance operates through a patchwork of laws and regulations (Weiss and Jankauskas,
2018; Sivan-Sevilla, 2018; Johnson, 2015), but can also detect three distinct sub-regimes
across private sectors.

While the literature highlights the importance of risk frames to the construction and
maintenance of regulatory structures, this paper found that institutional configurations —
regulatory norms and administrative structures — were more influential in shaping two
decades of federal policy decisions to address cyber risks. Despite the perception of risk
frames as having a direct consequence on how risk regulation operates (Fisher, 2013), | found
that their impact is limited and institutionally constrained.

This finding questions Nissenbaum’s (2005) argument about the importance of
meanings and framings to policymakers’ choices in the field of cybersecurity. It also shows
how Fichtner’s (2018) typology of three approaches to cybersecurity holds empirically, but
their influence on cybersecurity policy paths is minimal. The analysis also questions Quigley
et al. (2015) findings on the ‘worst-case scenario’ paradigm of U.S. policymakers in
governing critical infrastructures’ protection. The government has expended significant
resources and got more than dozen federal branches on board in protecting against cyber
threats but did not fully control the security posture of critical sectors. Government
intervention diverged across critical sectors and did not always justified the alarming
framings of cyber risks in this domain. The same discrepancy framing and governing cyber
risks is evident for non-critical sectors. Despite clear evidence of serious risks to develop the
development of the economy, cyber risks were addressed based on a self-regulatory and
voluntary approach, leaving market actors to decide on their own protection levels.

Therefore, this study finds a vague link between cyber risk framings and policy
decisions. In contrast, cross-sectors comparison highlighted the importance of institutional
configurations to cyber policy outputs. These include norms in regulated sectors and
fragmented state structures in each of the sectors. They better explain chosen policy paths and
validate Rothstein et al. (2013) and Hood et al. (2001) findings on the importance of
institutional settings for risk governance. Across sectors, policymakers were bind to certain
framings, assessments, and evaluations of cyber risks that only loosely informed their risk

management policy decisions. The role of the government across sectors and the extent to
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which it dictated coercive risk management steps was contingent on the institutional
configurations in each regulated sector, rather than on how cyber risks were framed. This
confirms and further expands previous findings in the cybersecurity governance literature: (1)
the private sector has been dominant in crafting risk governance frameworks (Hiller and
Russel, 2013; Johnson, 2015; Thaw, 2014 & 2015; Carr, 2016; Eichensehr, 2017; Boeke,
2017), but this dominance has been differently embedded in each of the three risk regimes
according to the decision-making structures they hinged upon. (2) Monitoring and
enforcement capacities have increased over time (Hartzog and Solove, 2015; Russo and
Rishikof, 2016), albeit unequally across different private sector domains and in direct relation
to the decision-making structures in each regime. (3) Incremental policy changes have been
clearly evident (Harknett & Stever, 2011), but only in two out of the three regimes, and to
different degrees. And (4) a federal gap in governing cyber risks in the broader digital
economy has been in existence (Hartzog and Solove, 2015; Balitzer, 2016), but it has
gradually narrowed: monitoring and enforcement capacities of new agencies have come into
play, SEC and CFPB and all sorts of practices and initiatives for information-sharing copied
from critical infrastructure sectors (isomorphism) have been on the rise.

In addition, the comparative analysis over time reveals the importance of self-
reinforcing mechanisms for cyber risk governance outputs. It seems that the government has
been responding to the dynamic cyber threat landscape, but within the boundaries and
paradigms of the decision-making structures that were decided upon during early regime
development, and in line with institutional constrains in regulated sectors. For each regime,
the government tried to improve risk management practices without diverging from previous
policy paths considerably: the private sector still enjoys significant discretion in decisions
pertaining to the protection of critical infrastructures, whereas health and financial industries
encounter the increasing monitoring and enforcement capacities of top-down regulators. Non-
critical sectors are still governed based on incentives and completely self-regulatory models,
despite evidence-based hazard estimations and the perceived seriousness of the risk.
Moreover, each regime has had its own punctuation points in time. But while the protection
of critical infrastructures and health and financial service providers has remained stable over
time, the protection of non-critical sectors seems to be more dynamic and open to prospective
changes. This validates, for the first time to the best of my knowledge, the importance of time
and self-reinforcing sequences (Pierson, 2000) for policy outcomes in the field of

cybersecurity.
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Overall, these findings question the significance of risk framing to policy outcomes in
the field of cybersecurity and increase our understanding of variance in risk governance
frameworks across sectors within the same political system. The paper validates Rothstein et
al. (2013) and Hood et al. (2001) observations on the importance of institutional
configurations - regulatory norms and fragmented structures — in the governance of risks.
This is significant especially given the different risk frames across sectors that only loosely
influenced policy outputs. Despite the ‘securitization’ and ‘risk colonization’ trends in risk
governance, institutional configurations hold significant explanatory power for variance in
cyber risk governance.

Limitations to this study arise from the scope of federal policies | analyzed. | chose to
study legislative proposals that were enacted but could learn more about policymakers’
framing and suggested policies from looking into legislative proposals that were aborted as
well. Another limitation stems from the different length and scope of texts and materials
available for each sector. For health and financial service providers, | mostly analyzed federal
statutes, which were usually not as elaborate as government strategies, for instance, that |
canvassed in the two other regimes. Longer texts are likely to include more sentences for
each category of analysis and skew the results of how risk management topics have changed
over time across policies. To cope with this limitation, | scrutinized the substance in each
sentence to realize whether more sentences actually translate into more risk management
practices or different framings of the problem.

Looking ahead, this methodology and analytical framework could be used to trace and
compare cyber risk governance frameworks across political systems, or more generally,
compare different risk domains within the same political system, and test where else the
influence of risk frames is limited and why. This may serve to shed light on the importance of
institutional configurations for risk governance policies across risks and nations, in addition

to their observed influence within the same political system.
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APPENDIX #1: LIST OF ANALYZED FEDERAL DOCUMENTS

Name Year | Sector #Key
Sentences

Health Insurance Portability and 1996 | Healthcare 6

Accountability Act (HIPAA)

Marsh Commission Report: Critical | 1997 | Critical Infrastructures 64

Foundations Protecting America’s

Infrastructure

Framework for Global Electronic 1997 | Non-Critical Sectors 28

Commerce

Presidential Decision Directive 63 | 1998 | Critical Infrastructures 25

Gramm-Leach—Bliley Act 1999 | Financial Service Providers |4

Executive Order 13231 2001 | Critical Infrastructures 12

The PATRIOT Act 2001 | Critical Infrastructures 15

Sarbanes- 2002 | Financial Service Providers | 2

Oxley (SOX) Act

Homeland Security Act 2002 | Critical Infrastructures 19

Homeland Security Presidential 2003 | Critical Infrastructures 12

Directive (HSPD) #7

DHS Appropriations Act 2007 | Critical Infrastructures 1

The Health Information 2009 | Healthcare

Technology for Economic and

Clinical Health (HITECH) Act

FTC’s Health Breach Notification | 2009 | Healthcare 6

Rule

National Cybersecurity and 2009 | Critical Infrastructures 6

Communications Integration Center

(NCCIC) Opening

Commercial Data Privacy and 2010 | Non-Critical Sectors 31

Innovation in the Internet

Economy: A Dynamic Policy

Framework

Dodd-Frank Wall Street Reform 2010 | Financial Service Providers | 4

And Consumer Protection Act

National Strategy for Trusted 2011 | Non-Critical Sectors 19

Identities in Cyberspace

Cybersecurity, Innovation and the | 2011 | Non-Critical Sectors 34

Internet Economy

Amendments to The Health 2013 | Healthcare 9

Information Technology for

Economic and Clinical Health

(HITECH) Act

SEC and CFTC’s Identity Theft 2013 | Financial Service Providers | 12

Red Flags Rules

Presidential Policy Directive/PPD- | 2013 | Critical Infrastructures 38

21

Executive Order 13636 2013 | Critical Infrastructures 17
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Department of Justice and Federal | 2014 | Non-Critical Sectors 9
Trade Commision: Antitrust Policy

Statement on Sharing of

Cybersecurity Information

National Cybersecurity Protection | 2014 | Critical Infrastructures 7
Act

Regulation Systems Compliance 2015 | Non-Critical Sectors 16
and Integrity

Cybersecurity Information Sharing | 2015 | Non-Critical Sectors 11
Act (CISA)

Executive Order 13691 2015 | Critical Infrastructures 6
Executive Order 13694 2015 | Critical Infrastructures 4
U.S. Consumer Financial 2016 | Non-Critical Sectors 12
Protection Bureau — Consent Order

SEC’s Statement and Guidance on | 2018 | Non-Critical Sectors 25

Public Company Cybersecurity
Disclosures
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TABLES & FIGURES

Table 1: Risk Governance Framework for Critical Infrastructure Protection based on Federal

Policies [1997-2015]

Risk
Governance
Phase

Critical Infrastructures’ Protection

Framing:

Pre-Assessment:
Problem Framing

The problem was perceived as a supreme national priority, vital to safety,
public health, and economic security.

Assessment:

A new dimension of vulnerability emerged. The threat could come from
anywhere, including terrorists, but no actual evidence on the hazards was
available.

Characterization
& Evaluation:

Risks were perceived as unprecedented national risks that can cause mass
casualties and catastrophic health effects like WMDs. They entailed
immediate action.

Management:

Decision-Making

Shared responsibility with private sector leadership and government

Structure assistance. Regulation was mostly avoided when possible.
Actors & Various governance structures were used with the involvement of many
Institutions branches of the government: intelligence agencies, private sector

coordinators, federal liaison officials, NSC, FBI, ISACs, DoD, DoC, the
Department of State, DHS, The Department of Interior, FCC, NRC, and the
Treasury.

Improving Risk
Assessment

Intelligence agencies and law enforcement authorities assisted in sharing
information about threats. DHS consolidated efforts, CERT centers opened,
FBI & DNI assisted, ISACs & ISAOs were standardized.

Risk Reduction

Only in 2013 a voluntary framework has been established and adopted by
regulatory agencies based on their discretion. Tension between national
security and private economic interests was evident.

Improving Risk

Post 9/11, dedicated forensic center was introduced, NetGuard teams were

Mitigation created, and situational-awareness capability was developed.

Expertise The newly established DHS provided technical assistance, and later, DoC
and private experts helped with information sharing initiatives.

Monitoring & Avrised after 9/11 through national crime task forces. In 2013, annual

Enforcement reporting on compliance with NIST’s Cybersecurity Framework had been

required, and in 2015 sanctions were introduced by the Treasury.
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Table 2: Risk Governance Framework for Health and Financial Service Providers based on
Federal Policies [1996-2013]

Risk Governance
Phase

Health & Financial Service Providers’ Protection

Framing:

Pre-Assessment:
Problem Framing

Identifiable health information and consumers’ financial information was
at risk of theft, loss, and abuse. Policies should prevent the exposure of
sensitive personal information and protect privacy.

Management:

Decision-Making

Hierarchical top-down structures, under the authority of the secretary of

Structure HHS / traditional financial regulators. Still, private sector was integral to
the development and implementation of standards.

Actors & Healthcare industry was regulated through HHS and FTC. For the financial

Institutions sector, many different regulators were involved - SEC, CFTC, Federal

banking agencies, the Treasury, and National Association for Insurance
Commission, and in 2010 the CFPB was established.

Improving Risk
Assessment

For healthcare providers, assessment took place through internal audit
requirements in HIPAA standards. For financial service providers, the
2002 SOX Act created requirements for assessment of internal information
security controls, and FS-ISACs were used by the industry to gain threat
information.

Risk Reduction

Both industries were required to establish and implement standards

for information security and privacy, with broad discretion to federal
agencies and industry stakeholders. In the healthcare industry, the scope of
regulated entities increased over time.

Improving Risk

In the healthcare industry, mitigation improved through notification to the

Mitigation FTC or HHS. Timely reports on breaches that involved more than 500
individuals were mandated. In the financial industry, mitigation improved
through SEC’s efforts to minimize the damage from identity thefts.

Monitoring & For the healthcare industry, compliance reports to Congress were put in

Enforcement place. Over time, civil pecuniary penalties have been introduced,

individual complaints might be submitted, and periodic audits were
required. For the financial industry, 1999 GLBA required enforcement by
the different financial regulatory agencies, 2002 SOX required monitoring
over information security controls of financial companies through SEC,
and CFPB was authorized to monitor and enforce compliance with
information security provisions. FTC authority increased over time as well.
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Table 3: Risk Governance Framework for Non-Critical Sectors based on Federal Policies

[1997-2018]

Risk Governance
Phase

Non-Critical Sectors’ Protection

Framing:

Pre-Assessment:
Problem Framing

Cyber risks hamper the development of the economy. Protecting these
sectors would increase trust and consumers’ confidence and this would in
turn unleash the economic potential of the online environment.

Assessment:

Infrastructures that drive the U.S. economy were increasingly vulnerable.
Evidence-based hazard estimations detailed how trade was badly affected
in the past. Hazards also included thefts or manipulation of sensitive data,
as well as breach-associated costs and damages to companies' reputation
and competitiveness.

Characterization

Risks were perceived as very serious. They exponentially grow, and

& Evaluation: consumers' information is in great danger. This posed a persistent
economic challenge. Market participants and investors were at great risk.
Companies needed to respond and act immediately.

Management:

Decision-Making

Non-regulatory, incentive-based, market-oriented approach.

Actors &
Institutions

Private sector industries, and commerce-related regulators: DoC, FTC,
SEC, CFPB. Recently, traditional security agencies - DHS, DoD, The
Attorney General - facilitate information-sharing.

Improving Risk
Assessment

Voluntary information sharing programs are facilitated. Legal restrictions
removed, and liability protections are provided. Internal risk assessments
are encouraged by enforcement actions.

Risk Reduction

The government supports companies' voluntary efforts to apply preventive
measures for the sake of ‘market clarity and competition.” Breach
disclosure steps have been encouraged to incentivize risk reduction.

Improving Risk

Recommended time frames for breach disclosures and mitigation actions

Mitigation has been mentioned. Federal breach law has been encouraged. Without
proper disclosure and mitigation procedures, investors are perceived to be
at risk.

Expertise The DoC should promote research & development efforts.

Monitoring & FTC has been significant in filling the gap of many ‘uncovered' industries

Enforcement by enforcing industry-based standards. SEC has also increased monitoring

efforts through scheduled testing of businesses under its jurisdiction. Civil
pecuniary penalties have been introduced by CFPB.
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Table 4: Comparative Risk Governance Frameworks Across Private Sectors

National Risks in a
New Domain of
Vulnerability. No
Clear Hazard
Evidence was
Provided.

Risks

Critical Health & Finance Non-Critical Sectors
Infrastructures
Framing Unprecedented ‘Traditional” Privacy | Serious Economic

Development Risks
with Clear Evidence
Provided

Decision-Making

Unique shared
public-private
responsibility

Vertical and based
on legacy
institutions in these
sectors

Market-based

Government’s Role

Facilitator.
Regulates only if
necessary in specific
critical sectors.

Top-down regulator
with industry
involvement in
policy design.

Enabler of private
initiatives. Enjoys
increasing
monitoring and
enforcement
capacities over self-
regulation practices.

Coercive Risk
Management Steps:
Reduction,
Mitigation,
Monitoring and
Enforcement

Carefully and rather
sparingly applied
with industry input
and interchange

Designed at the
beginning of policy
development

Encouraged on a
voluntary basis
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Figure 1: Risk Management Topics in Federal Critical Infrastructure Policies Over Time
[1997-2015]
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Figure 2: Risk Management Topics in Federal Healthcare and Financial Services Policies
Over Time [1996-2013]
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Figure 3: Risk Management Topics in Federal Non-Critical Sectors Policies Over Time
[1997-2018]
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CHAPTER 3

EU Publicization of Private Certifiers for Cybersecurity: Explaining
Public-Private Interactions through the Context of Institutional Change

This chapter presents a manuscript that is currently under review at the Journal of Public
Policy
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EU Publicization of Private Certifiers for Cybersecurity
Explaining Public-Private Interactions through the Context of Institutional Change

ABSTRACT

A recent innovation in EU cybersecurity governance suggests a rarely explored type of public
control over private actors in indirect governance arrangements. Through the establishment of
the EU Framework for Cybersecurity Certification, policymakers have elevated the role of
private certification bodies to issue certificates on behalf of the EU, while increasing public
control over their operations. In contrast to full public hierarchical control in delegation
dynamics, or lack thereof in orchestration interactions, this interaction implies a different type
of dynamic for private actors, who voluntary enlist themselves to govern on behalf of public
authorities and become subordinate to their supervision. This intriguing dynamic begs the
questions of how and why such public-private interaction has evolved. | frame this dynamic of
public control over market-driven governance arrangements as ‘publicization,” and argue that
we should appreciate its institutional context in order to explain its evolvement. Through a
process-tracing analysis based on 40 policy documents and 18 interviews, | find that the EU
reached a policy compromise and designed an institutional change in the form of layering,
whereby public-private interactions of co-option have been diffusing from the current to the
proposed certification regime. To explain this diffusion, I test three hypotheses that consider:
(1) Member States’ powerful influence in this policy space, (2) EU’s supranational aspirations,
and (3) The significant benefits to private interest groups in the new framework. By studying
the institutional context of a rarely explored public-private interaction, this study sheds light
on a hybrid form of governance, questioning the dichotomous portrayal of the shift from

government to governance.
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EU Publicization of Private Certifiers for Cybersecurity
Explaining Public-Private Interactions through the Context of Institutional Change

1- INTRODUCTION

Indirect governance via private intermediaries is growing across sectors and political
systems (Abbott et al., 2015, 2017, 2019). We increasingly witness regulation operating in an
array of private sector, multi-stakeholder, and hybrid public-private institutions (Elberlein et
al., 2014). These forms of governance allow policymakers to cope with complex problems
and bridge deficiencies in information and regulatory capacities. Within such governance
arrangements, a rarely explored type of public-private interaction has emerged in EU
cybersecurity certification. In contrast to the dichotomous understanding of public control
over private governance actors that implies either full control through hierarchical delegation
interactions (Egan, 2001; Frankel and Hojberj, 2007; Buthe and Matli, 2011), or lack thereof
in horizontal orchestration interactions (Donahue and Zeckhauser, 2008; Hysing, 2009;
Abbott et al., 2015), EU policymakers have built a cybersecurity certification framework
where public authorities increase their monitoring and enforcement capacities over voluntary
enlisted private certification bodies, creating an intriguing form of state control over market-
driven governance practices, for domains in which the state had no authority whatsoever.

To frame the character of this public-private interaction, I build on Arcuri’s (2015)
concept of ‘publicization’ that captures how the regulatory roles of standard-setting,
monitoring, or enforcement are turning from private to public. | define interactions based on
Elberlein et al. (2014), who argue that interactions address how governance actors and
institutions emerge with and react to one another. As opposed to other uses of the term
‘publicization,” that mainly address norms and characteristics of services provided by the
government (Haque, 2001; Benish and Levi-Faur, 2012), ‘publicization” here refers to the
transformation of standard-setting, monitoring, and enforcement from private to public
authorities, shifting the attention from regulatory privatization to an inverse pattern whereby
public authorities take a central role in the operation of private ones. My goal is to treat the
nature of such interaction as an empirical question (Wood, 2015), and understand where it
comes from in the policy process.

Through the recently agreed Cybersecurity Act (CSA), EU policymakers have
incorporated private certification bodies into a new European Cybersecurity Certification

Framework. The Commission has elevated the role of private certification bodies to
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voluntarily issue certificates on behalf of the EU, but significantly increased public control
over their operations. National agencies in Member States register and accredit private
certifiers that are bound to certification schemes crafted by hybrid form of public and private
authorities. Public bodies audit those private certifiers, holding them accountable to their
public supervisors. This rarely studied public-private interaction begs the questions of how
and why private certification bodies are publicly controlled in the EU Cybersecurity
Certification Framework? How private certification authorities were successfully co-opted by
public bodies?

The literature provides little attention to this type of interaction. Scholars of private
governance mostly address the emergence of private regulators due to states’ inaction (Knill
and Lehmkuhl, 2002; Cashore, 2002; Pattberg, 2005; Bartley, 2007; Bernstein and Cashore,
2007; Borzel and Risse, 2010; Grabosky, 2013; Grabs, 2018). When the government becomes
involved, public-private interactions usually take one of two forms: (1) top-down interactions
in the form delegation, granting state authority and outsourcing specific regulatory tasks to
private actors under strict control, or (2) non-hierarchical interactions in the form of
orchestration, where private regulatory capacities are voluntarily enlisted in exchange for
public material support (Abbott et al., 2015 and 2019). Hereby, a third public-private
dynamic of increased state control over the operation of voluntary enlisted private regulators
in the form of co-optation emerges.

Principle-Agent theory is useful for explaining forms of delegation (Biithe and Mattli,
2011; Abbott et al. 2015) and goals divergence between national and international
government organizations (IGOs), which along with weak control mechanisms can explain
why IGOs choose orchestration (Abbott et al., 2015), but it is still unclear how and why co-
optation of private regulators by the state emerges. Scholars of standardization and
certification do not fill this gap. They are mostly concerned with standard-setting processes
and provide limited insights on the political contexts of standards’ implementation.

Contrarily, I explain the political drivers for co-optation of private authorities by
public regulators (publicization), by highlighting the importance of its institutional context.
Regarding public control over private regulators as a component in a broader institutional
change, I find that despite promises by EU policymakers to ‘completely replace’ and
‘fundamentally change’ the ecosystem for certification (EU Commission Impact Assessment
Part 4, 2017), new institutional paths emerge in tandem with existing frameworks. The sway
of public certification bodies over private laboratories has shifted to a regime where national

agencies control private certification bodies.
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Whereas scholars of endogenous institutional change overlook the public or private
nature of institutional frameworks and do not tie modes of change to the distribution of public
or private authorities, I argue that tracing institutional change can elucidate why
policymakers choose certain public-private interactions in their design of new institutional
frameworks.

A qualitative process-tracing analysis based on 40 official policy documents and 18
interviews serves to trace how new institutional layers added to current certification
frameworks, explaining the publicization of private certification bodies through three
hypotheses that consider how: (1) Member States’ powerful influence, (2) EU’s supranational
aspirations, and (3) Private interest groups’ benefits, had led to a policy compromise that
bolstered both private certification bodies and national control over their operations.

This lens enhances our understanding of the political considerations of the often-
overlooked phase of standards implementation. Second, it creates a novel link between
patterns of endogenous institutional change and public-private interactions. Third, it
underscores a rarely studied form of intervention by the state through the publicization of
market-driven governance practices.

The article is organized in five sections. Next, | review the literature and underline
theoretical gaps therein. After expounding why | choose to test those specific research
hypotheses, | describe my methodology for answering the research question and testing the
three hypotheses. In the third section | analyze the institutional change in EU cybersecurity
certification and frame the dependent variable of this research — public-private interactions in
current and proposed certification regimes. The fourth section tests the three research

hypotheses. The final section discusses the results and concludes.

2 - LITERATURE REVIEW: PUBLIC-PRIVATE INTERACTIONS IN CERTIFICATION
REGIMES

The governance literature has conceptualized forms of indirect governance as three-
rather than two-party systems, that include rule-maker, rule intermediary, and rule taker. Such
structures emerge when public authorities cannot govern unilaterally and lack the legitimacy,
authority, or operational capacities for governing their targets (Abbott et al., 2015 & 2017).
Within these indirect governance arrangements, scholars of private governance usually
explain two types of public-private interactions: (1) hierarchical delegation, in which public
actors delegate some of their authority to private intermediaries and seek to control their

operations, or (2) non-hierarchical orchestration, where private actors voluntary govern
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targets on behalf of public authorities in exchange for material support. A third type of
interaction, in the form of co-optation, suggests that public authorities take over market-
driven governance arrangements, such as standardization and certification, by increasing their
control over the operation of voluntary enlisted private regulators, and in domains they had
no authority before (Abbott et al., 2019). The theoretical understanding of the evolution of
this rather unusual form of soft but hierarchical interactions is incipient, as private
governance scholars have hitherto focused on delegation and orchestration.

Delegation denotes a hard and hierarchical interaction between public and private
authorities couched in terms of Principle-Agent theory. Governance is perceived as a problem
of information, where public actors choose to delegate authority to better-informed private
intermediaries while fully controlling their operations (Frankel and Hojberj, 2007; Biithe and
Mattli, 2011; Abbott et al., 2015). Orchestration, in contrast, is a soft and non-hierarchical
interaction whereby public and private actors collaborate and complement each other’s
competences, with no control measures in place. According to Abbott et al. (2015), IGOs are
likely to orchestrate when there is a divergence of goals with Member States and weak
national control mechanisms over their operations.

These public-private interactions frame public control and hierarchical structures as
an all-or-nothing feature. In the case of co-optation, this dichotomous understanding of public
control does not hold. Private actors are free to choose whether to enlist themselves with
public authorities, even though it makes them prone to increased public monitoring and
limited enforcement measures. This tips the scales of the ostensible horizontal or vertical
relationships, defying the conceptualizations of orchestration or delegation.

Abbott et al. (2019) draw the general conditions for such interaction to emerge,
pointing to the balance of power and divergence of goals between public and private actors as
potential explanatory factors without providing extensive empirical examples of how these
conditions create the publicization of private regulators on the ground. Scholars of
standardization and certification pay even less attention to the political considerations of
controlling these governance practices, discussing mainly the benefits, legitimacy, and
private influence on these governance strategies (Havighurst, 1994; Spruyt, 2001; Borraz,
2007; Loconto and Busch, 2010; Lytton, 2014; Fouilleux and Locontol, 2016). Private
governance scholars, and specifically those who study standardization and certification,
rarely touch upon the politics of publicizing these governance tools. Instead, they assign

legitimacy and credibility considerations to public control (Gulbrandsen, 2014) and analyze
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the enabling and constraining effects of publicizing certification programs (Arcuri, 2015),
barely scratching the surface of the politics of standards implementation and its evolution.
Moreover, they do not consider publicization as part of an endogenous institutional change,
where policymakers are politically constrained in their efforts to control private actors in new
institutional frameworks.

In the section below, | propound three research hypotheses to further study the
institutional context of publicization and explain why public-private interactions emerge in
institutional frameworks. | argue that the case study of EU cybersecurity certification is a
case of endogenous institutional change, and in order to explain the publicization of private

certification bodies we should study the driving forces behind this change.

2.1. RESEARCH HYPOTHESES: EXPLAINING PUBLIC-PRIVATE INTERACTIONS
IN THE CONTEXT OF INSTITUTIONAL CHANGE

Scholars of private governance rarely interact with the literature on endogenous
institutional change and do not consider the settings in which policymakers embed private
governance actors. Bartley (2011) addresses this gap and argues that in order to understand
how private regulators are governed by public authorities we need to pay attention to the
layering of multiple rules and the politics surrounding them in a given context. Since
standards and certification programs do not add new rules to a previously ungoverned
phenomenon, we should consider their political, legal, and regulatory context. Bartley (2011)
argues that the literature routinely ignores this layering of rules, portraying private standards
as filling a "regulatory void" created by the lack of state action instead.

This holds the other way as well. The proliferation of public-private governance
arrangements has received only scarce attention from the literature on institutional change.
Scholars are chiefly concerned with explaining ideal types of incremental and continuous
change through the addition of rules or actors to existing institutions (e.g. Ackrill & Kay,
2006; Bruszt, 2008; Thatcher & Coen, 2008). Institutional frameworks are, nonetheless, not
distinguished based on their public or nature, thereby missing the opportunity to tap the
explanatory power of such interactions to account for institutional change as its chosen
modes or avenues.

| suggest two types of linkages between these bodies of knowledge and empirically
test the second one: first, public-private interactions can serve as explanatory factors for
institutional re-design. Delegation from public authorities to private actors creates principal-

agent relations that can be exploited by private actors to evade the control of public
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authorities. This can change the impact of existing institutions and lead to unformal shifts in
the institutional environment in the form of “drift,” in which policy settings change in a
bottom-up manner (Hacker, 2004). Moreover, non-hierarchical interactions in the form of
orchestration can lead to consistent agreed-upon updates of existing institutional goals and
create a change in the form of ‘conversation,’ in which stakeholders strategically change
policy settings (Streeck and Thelen, 2005).

Vice-versa, modes of institutional change can explain public-private interactions.
When new rules are introduced on top or alongside existing ones by means of layering, it
implies that actors with strong veto powers but low levels of discretion are able to preserve
previous institutional arrangements, and might seek to diffuse principles of public-private
interactions from old to new arrangements (Thelen, 2003 & 2004; Streeck & Thelen, 2005).

Drawing on Bartley’s (2011) approach, | test three hypotheses that delineate the
institutional context of the publicization of private certification bodies in the European
Union. The hypotheses offer different explanations to the type of endogenous institutional
change that EU and Member States had to compromise on, and consequently, discuss why
public-private interactions have gravitated toward proposed institutional frameworks.

The first hypothesis tests whether the traditional dominant role of Member States in
the cybersecurity policy arena and the will of nations to further influence cybersecurity
certification practices can explain the addition of new layers to existing frameworks,
illuminating why public-private interactions have diffused toward the proposed regime.

I follow Capano’s (2018) approach who argues that institutional layering can be
conceptualized in terms of institutional design and drive stability in existing policy systems.
Member States are hypothesized to push for institutional layering in order to maintain the
political legitimacy of their current dominant positions in cybersecurity certification. | expect
Member States’ veto powers to allow them to control the extent of proposed institutional
change, thus ensuring their dominance over private governance actors persists and stabilizing
existing certification frameworks.

The literature on EU cybersecurity governance confirms the willingness of nations to
further legitimize their influence in this policy arena. Since cybersecurity is absent from EU
treaties (as a policy field), the EU has been in a continuous conflict with Member States,
trying to increase its mandate to govern cybersecurity by linking cyber-related policies to
existing EU competences (Wessel, 2015). Recently, the EU has been endeavoring to make
provisions for cybersecurity in the fields of national defense and security, threatening the

exclusive mandate of Member States further (Odermatt, 2018).
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The case of cybersecurity certification has been yet another arena for this conflict. Not
supporting EU’s cybersecurity initiatives as enthusiastically as smaller states do, powerful
states such as Germany, France, and the UK invested heavily in national certification
frameworks, potentially engendering an influential opposition to EU’s policy aspirations in
CSA (Backman, 2016). Since the national initiatives of strong Member States are less likely
to be smoothly integrated into a comprehensive European framework (Bendiek et al., 2017), |
expect significant and effective national opposition to the new certification framework. The
first research hypothesis is summarized below:

H1: The chosen mode for institutional change, and consequently, the diffusion of public-
private interactions from current to the emerging certification regime, can be explained by
the veto powers of Member States in the cybersecurity policy arena and their willingness to

stabilize and further legitimize their central role in cybersecurity certification.

The second hypothesis tests whether the compromise that the EU was willing to make to
fulfill its supranational aspirations and increase its regulatory capacities in this policy space
has given rise to layering and public-private interactions.

Layering in this case was an accepted EU compromise, as long as certification schemes were
developed under EU mandate and private certifiers were authorized to certify targets on its
behalf.

Even though most competencies in the cybersecurity policy arena remained in the
hands of Member States, the EU has been increasingly active over the years and clearly stated
its ambition to play a central role in developing the regulatory framework for cybersecurity
(Wessel, 2015). Initially, the EU was only influential through soft tools and promoted
cooperation between actors by establishing the European Agency for Network and
Information Security (ENISA) in 2004, the European Cyber Crime Center (EC3) in 2013, and
the Contractual Public-Private Partnership (cPPP) in 2016. Recently, however, the EU has
become more active through legislative tools. It enacted the Network and Information
Security (N1S) Directive in 2016, setting minimum levels of protection in Member States by
arguing that a disruption of networks in one state can have wider effects on others and create
a barrier to the Internal Market (Christou, 2016). This reliance on an economic rationale is
also demonstrated in the discussions over cybersecurity certification. National fragmentation

in existing policies and the legal EU basis to ensure the functionality of the Single Market
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lend legitimacy to EU attempts to forge a European Cybersecurity Certification Framework
regardless of the opposition of Member States.

Moreover, as an international government organization (IGO), the EU is significantly
constrained by Member States. Through the promotion of private certification bodies, the EU
can theoretically bypass Member States and govern targets beyond its jurisdiction without
states’ intermediation (Abbott et al., 2015 & 2019). This is not the first time the EU uses
standards-setting processes to bypass Member States. Through the EU’s New Approach that
harmonizes technical standards in Europe, the EU has been trying to bypass national
authorities as well (Borraz, 2007). It perceives standards as instruments of supranational
governance that offer the opportunity to reduce the influence of national interests and quicken
the pace toward the achievement of a Single Market (Brunsson and Jacobsson, 2000).

Thus, the willingness of the EU to become more influential in the cybersecurity policy
arena, along with its historical utilization of standards as tools to bypass Member States and
promote its agenda, lead me to hypothesize that EU’s supranational aspirations contributed to
the agreement on policy comprises in the Cybersecurity Act. The second research hypothesis

is summarized below:

H2: The chosen mode for institutional change, and consequently, the diffusion of public-
private interactions from current to the emerging certification regime, can be explained by
EU’s supranational aspirations to increase its influence in the cybersecurity arena through
the elevation of private certification bodies and the creation of EU schemes,

Making concessions that allow national authorities to maintain current institutional

frameworks and enjoy significant control over private certification bodies.

The third hypothesis examines whether private interests had only limited influence on the
rising national control over private certification bodies. Since both industry and private
certification bodies significantly benefit from the (1) harmonization of certification schemes
— that decreases regulatory burdens for product manufactures and service providers - and (2)
the upgrade of certification bodies — that increases their market share, | expect private
interests to have only marginal influence on the type of interactions between national
authorities and private certification bodies.

There is a paucity of studies on the influence of private interests on the governance of
certification regimes. Generally, | expect private regulators to encourage and support the

publicization process to gain legitimacy and further ‘lock-in’ their modes of operation
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(Spruyt, 2001). Traditional private interest literature points to the fact that business interests
of profit maximization and market stability are likely to influence policy outcomes (Baldwin
and Cave, 1999). In this case, since both industry and certification bodies are significantly
better off, | expect them to pose minimal obstacles for both institutional layering and
enhanced public control over private certification bodies. The third research hypothesis is

summarized below:

H3: The chosen mode for institutional change, and consequently, the diffusion of public-
private interactions from current to the emerging certification regime, can be explained by
the limited influence of private interests on this chosen policy design. Since product
manufactures, service providers, and private certification bodies significantly benefit from
this institutional change, | expect them to pose minimal obstacles in the policy process and

instead, allow strengthened national control over private certification bodies.

3-METHODOLOGY

In order to explain the publicization of private governance actors, | conducted an in-
depth case study analysis of EU cybersecurity certification that tracks how the institutional
frameworks for certification have changed with the emergence of new types of public-private
interactions.

| collected 40 relevant policy documents and reports: sixteen policy documents from
EU institutions (See Appendix #1), sixteen position papers from twenty-two private
organizations and associations (see Appendix #2), and eight ENISA reports (see Appendix
#3) that are related to cybersecurity certification. | also interviewed 18 stakeholders from
different types of organizations that include — The EU Commission, Parliament, and Council,
ENISA, national certification agencies, private certification bodies, private evaluation
laboratories, product manufacturers, digital service providers, and industry associations (see
Appendix #4). In those interviews, | asked for insights about the current and prospective
certification regimes, the public-private interactions in both regimes, and main compromises
in the policy process.

Data analysis was based on qualitative analysis of documents and interview
transcripts based on the process-tracing methodology (George and Bennet, 2005). | traced the
links between possible causes for the publicization of private certification bodies and

observed outcomes, focusing on sequential processes within the legislative process.
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To measure the influence of Member States, | traced stated positions by national
authorities, the veto powers that Member States gained in the process, and the changes that
Member States were able to incorporate in the text. To measure the influence of EU’s
supranational aspirations, | traced the significance of the proposed change to EU’s policy
standing in the field, and the battles that the Commission chose during the legislative process.
Finally, to measure the influence of private interests, | traced all the arguments in the
collected position papers and realized how significant was the addition of new institutional
paths for certification to private groups, even if control over private certification bodies has

grown.

4 — CURRENT AND PROPOSED REGIMES FOR EU CYBERSECURITY CERTIFICATION

Certification as a tool of governance refers to ‘regulation through authorization’ and
addresses giving a quality assurance based on a successful evaluation process conducted
according to standards-based certification schemes (Frieberg, 2017). Specifically, in the
domain of cybersecurity, certificates can apply to services, products, or persons. They are
issued to certified subjects following evaluations tests that are based on certain standards for
information security in organizations or services (ISO 27001/2), and security evaluations of
products (Common Criteria — CC) that evaluate the security functional requirements of
products’ technical designs, interfaces, communication methods, the resiliency of the product
against attack heuristics, and etc.

The growth in the use of this tool reflects its promise to address complex technical
issues, outsource regulatory processes to experts, allow public authorities to ‘govern at
distance,” increase consumers’ trust, and improve the competitiveness of manufacturers
(Loconto and Busch, 2010). This promise, however, is not fully utilized in EU cybersecurity
certification. Current certification processes are costly, lengthy, and fragmented across
Member States.

The institutional framework for certification contains four types of mutually
reinforcing independent actors: (1) standardization bodies set the requirements for the
production of certification schemes. These schemes include the methods and principles for
the issuance of certificates. (2) Certification bodies certify products/services according to
evaluation processes conducted by (3) independent laboratories, and based on certification
schemes. The evaluation process is the assessment of the product while the certification

process oversees the evaluation and ends with the actual certificate. Since certification bodies
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are held accountable for the issued certificates, they are obliged to oversee the evaluation
process and ensure the competences of the labs. Laboratories that preform the testing can be
part of the certification body, or independent entities accredited by certification bodies. The
involvement of the certification body in evaluating, auditing, and monitoring labs changes per
requirements within the certification scheme. The fourth type of actors are (4) accreditation

bodies that verify the quality and monitor the operation of certifiers.

4.1. CURRENT REGIME

These four components are executed by public and private actors in the current patchy
terrain of cybersecurity certification in the EU. Certificates are issued through four distinct
institutional frameworks that are differently recognized at the international, European,
national, and industry levels. Each public certification path demonstrates the dominant
position of national authorities and embodies interactions between public certification bodies
and private laboratories.

First, internationally recognized certificates are provided based on the international
Common Criteria (CC) standards, featuring one of seven possible hierarchical Evaluation
Assurance Levels (EAL). The international community has embraced the CC standardization
through the Common Criteria Recognition Agreement (CCRA) whereby signers have agreed
to accept the results of CC evaluations performed by other CCRA members. Currently,
fifteen Member States are part of the agreement. The object of CCRA is to enable a context
where products and protection profiles that earned a CC certificate can be procured or used
without the need for further evaluation.

The requirements of CC standards are developed by an international consortium
known as the Common Criteria Development Board (CCDB) and Common Criteria
Maintenance Board (CCMB). These are management committees consisting of senior
representatives from each signatory country of the CCRA, which was established to
implement the arrangement and provide guidance to the respective national bodies, including
on evaluation and validation activities. The public certification body in each Member State is
responsible for overseeing evaluation laboratories, whereas national intelligence and defense
agencies accredit public certification bodies. Officially, only evaluations up to EAL 2+ are
mutually recognized.

Public-private interactions take place between national cyber agencies that serve as

public certification bodies, while certification bodies are charged with auditing and licensing
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independent private laboratories. Auditing includes the monitoring of the personnel, facilities,
and evaluation processes in labs, and happens on a yearly and per-project basis. In case of
non-compliance, the certification body can revoke the license of the lab, but it typically issues
a warning to fix non-compliance within six months before abrogating the license of a
laboratory.

Second, at the European level, in 1997 twelve Member States + Norway concluded a
mutual recognition agreement regarding CC certificates, also known as the Seniors Officials
Group on Information Systems Security (SOG-IS) agreement. It is currently the main
certification mechanism at the European level and was produced in response to EU Council
Decision from 1992 (92/242/EEC) and a subsequent Council recommendation from 1995
(1995/144/EC) on common information technology security evaluation criteria.

The purpose of SOG-IS is to coordinate the standardization of Common Criteria and
certification policies among public certification bodies in Member States. Each party to the
agreement recognizes evaluations done up to EAL 7 by limited number of nations that are
defined as ‘certificate issuing parties.” Another goal was to coordinate the development of
certification schemes to comply with legal requirements at the EU level. Still, the scope of
mutual recognition is limited to product types that involve digital signatures, digital
tachographs, and smart cards, because national authorities wanted to limit the higher levels of
recognition of CC standards to only specific technical domains, where adequate agreements
around evaluation methodology and laboratory requirements have been in operation.

Public-private interactions under the SOG-IS are similar to interactions under the
CCRA. Labs are mostly independent private companies and need to be licensed. They are
heavily monitored by public certification bodies and can be blocked from being licensed in
multiple countries. Certification bodies accredited by national intelligence and defense
agencies have to ensure that all laboratories follow SOG-IS criteria in addition to CCRA
requirements.

A third path for certification in the EU is national. Public certification bodies provide
nationally recognized certificates in several Member States for two purposes: (1) They set
high-level cybersecurity requirements for national security in components of traditional
infrastructure under the CC, and (2) create efficient alternatives to CC for low assurance
levels. With the lack of mutual recognition agreements, these certificates are recognized only
within national boundaries. Like in previous certification paths, public-private interactions

take place between national agencies that serve as public certification bodies and the private
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laboratories they work with. Public authorities authorize private labs, review their processes,
and audit them on a periodic basis.

While Germany, France, and the UK enjoy high amount of expertise in this domain,
not all Member States hold public certification capacities. The Commercial Product
Assurance (CPA) scheme in the UK is an example of a national scheme that provides low
assurance levels. The scheme is open for application to all vendors with a UK sales base and
has no mutual recognition agreement. UK’s national authorities also support Common
Criteria certificates. The national accreditation body in the UK accredits Commercial
Evaluation Facilities (CLEFs) as testing laboratories based on ISO 17025. UK’s national
cyber agency authorizes CLEFs, keeping their operations under review.

Another example is the French cybersecurity agency, that offers two types of
evaluations — local, and CC. Its local certification scheme - Certification Securitaire de
Premier Niveau (CSPN) - was established by the National Cybersecurity Agency of France
(ANSSI) in 2008, with the purpose of providing a faster and cheaper alternative to CC. Like
UK’s CPA, this scheme has no mutual recognition agreement. The French Prime Minister is
in charge of licensing private laboratories, whereas the French Accreditation Committee
accredits them (COFRAC) in keeping with the ISO 17025 standard.

In Germany, the national cybersecurity authority — Federal Office for Information
Security (BSI) — has developed a baseline approach for low-level assurance to improve the
efficiency of CC evaluation. The technical evaluation has been performed by an evaluation
facility approved by BSI and monitored by its certification body. BSI also uses the CC
approach for certification, developing schemes to define national security requirements in the
evaluation of critical components. Emerging national certification initiatives are also
developing in Italy, Sweden, Norway, the Czech Republic, Ireland, and Poland (EU
Commission Impact Assessment, Part 6, 2017).

The fourth path for certification is completely private, where private actors drive
standardization, certification, and evaluation. Industry associations adopt certain standards
and deploy certification schemes that are recognized within industrial sectors. Product
manufactures apply for certificates through private certification bodies that work with private
laboratories. The need for accreditation varies according to the private scheme. Examples of
such schemes include: ISASecure certification program in the industrial automation sector,
EMVCo and the Payment Card Industry (PCI) schemes, and MIFARE scheme by NXP

Semiconductors for ticketing solutions. Most cybersecurity certification is currently based on
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private rather than public schemes and operates through this path (Interview with an EU
Commission policymaker, 2019).

To summarize, public-private interactions in current certification paths between
public certification bodies and private laboratories demonstrate significant control of public
authorities over the operation of private labs, which have to be licensed by the public bodies,
and their personnel, processes, and facilities are constantly audited by public authorities in
the international, European, and national paths of certification. In case of non-compliance,
public certification bodies can repeal the license of labs after appropriate warnings. Under the
SOG-IS agreement, private laboratories can even be banned from licensing with multiple

national authorities.

The figure below illustrates the four paths for cybersecurity certification in the EU
before the Cybersecurity Act (pre-CSA).
<FIGURE 1 HERE>

4.2. EMERGING REGIME

The need to develop a European cybersecurity certification framework was firstly
raised in a 2016 EU Commission Communication that recognized the urgency of
harmonizing national evaluation practices and certification schemes. In September 2017, the
Commission proposed the Cybersecurity Act (CSA), a regulation that strengthens the
mandate of ENISA and establishes a new EU Cybersecurity Certification Framework. The
trialogue negotiations successfully ended in December 2018, and the EU Parliament had
voted to adopt the Act on March 12th, 20109.

One of the main pitfalls of current paths for certification is the lack of cooperation
among Member States. This creates nationally separate testing and evaluation procedures in
ways that might protect indigenous industries and increases the regulatory burden for
manufacturers that operate in several states. The process of certification is long, expensive,
and not suitable to the dynamic lifecycle of high-tech products.

The EU has undertaken to address these gaps by setting up a new framework for EU-
recognized certificates that tries to find the balance between time to market and security
quality. Through the CSA, three new European certification paths were generated, upgrading
the role of private certification bodies. Moreover, the act establishes public accreditation,

monitoring, and enforcement mechanisms over private certification bodies.
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According to EU Commission policymakers, the elevation of private certification
bodies ensued from reasons of scale and resources. Since these bodies already enjoy
capacities to certify, they can cope with the expected surge in the demand for certificates and
fulfill gaps for Member States with no certification capacities (Interview with EU
Commission policymaker, 2019).

Still, this elevation of private governance actors indicates an intriguing type of public-
private interaction to explore. The paragraphs below render an account of the creation of the
three new paths for EU certification, delineating the overall institutional changes in the
certification framework to realize how public authorities elevate and control private
certification bodies. As opposed to current public certification paths, public-private
interactions in the new framework take place among cyber agencies, national accreditation

bodies, and private certifiers.

Tracing the institutional change

The European framework for certification was established on top of existing institutional
frameworks, introduced three new certification paths for different assurance levels —
Basic/Low, Substantial, and High. All types of certificates are currently voluntary and should
be issued by an independent third party. The low/basic assurance level also allows self-
assessment models of first party certification. Each certification body has to register with a
national authority, and its status can be revoked in cases of non-compliance with
accreditation and regulatory requirements.

Certificates issued at the assurance level of basic/low are defined as providing a
limited degree of confidence. Evaluation should include a review of the technical documents
of the product. For this assurance level, CSA opens the possibility of a conformity self-
assessment by industry actors in addition to third-party assessment. The first-party
certification process permits manufacturers to voluntarily issue a statement of conformity to
requirements laid down in the scheme. They assume responsibility for the compliance of their
products and carry all evaluation checks by themselves.

Certificates issued at the assurance level of substantial are defined as providing a
higher degree of confidence. Verification of the security functionalities with the product’s
technical documentation informs the evaluation. Both public and private certification bodies
are allowed to issue certificates at this level. This allows private certification bodies to work
with market actors from several Member States and produce recognized certificates without

the need to go through SOG-IS or CCRA mechanisms. Evaluation is done in private labs, and
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accreditation is conducted through national cyber agencies and traditional accreditation
bodies.

Certificates issued at a high level of assurance are defined by the Act as providing the
highest degree of confidence. Efficiency testing that assesses the resistance of the security
functionalities of evaluated object against high-level cyber-attacks guides evaluation. Only
public certification bodies can issue certificates at this assurance level.

New governance frameworks that apply to all assurance levels support these emergent
certification paths, addressing the (1) development of European certification schemes, (2) the
accreditation of private certification bodies, and (3) the monitoring and enforcement practices
over certification bodies and certified products. These institutional changes create new
interactions between private certification bodies and public authorities.

First, the CSA defines an overall framework of rules governing the adoption of
European certification schemes pertaining to cybersecurity. The governance processes
involve multiple stakeholders from Member States, industry, and certification bodies to
decide upon new schemes to embrace. Stakeholders come together and influence the process
through two different groups — (1) the EU Cybersecurity Coordination Groups (ECCG),
headed by the Commission and ENISA, which comprises heads of national cyber agencies,
and the (2) Stakeholder Cybersecurity Certification Group that includes small, medium, and
big businesses, digital service providers, standardization bodies, accreditation bodies,
certification bodies, consumer organizations, and academia. The schemes detail the
specification of cybersecurity evaluation requirements including the level of assurance they
provide, methods to evaluate, rules for surveillance and compliance, and consequences for
non-compliance. Once a need for a scheme is identified, the request is submitted via the
Commission and/or ECCG to ENISA, which works with all stakeholders for transparently
drawing the scheme. Thus, through the development and deployment of certification
schemes, EU and Member States set the regulatory framework for private certification
bodies, including monitoring requirements and sanctions for non-compliance.

Second, the CSA creates a new framework of accreditation to assess the quality and
ensure the capacities of certification bodies. This is based on both national accreditation
bodies that operate according to regulation EC 765/2008 and national cybersecurity agencies
that act as both public certification bodies and accreditors in the process. The national cyber
agencies should actively assist national accreditation bodies in monitoring and supervising
certification bodies based on their expertise. For each EU scheme, national authorities ought

to notify the Commission of the accredited certification bodies that are allowed to certify. In
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cases of non-compliance, national authorities can restrict, suspend, or withdraw existing
authorizations of private certification bodies.

Third, the CSA forges a new framework for monitoring and enforcing the compliance
of certification bodies and certified products in the post-certification process. This is an often-
neglected aspect of certification regimes (Loconto, 2017). Post-certification, compliance of
certified products is going be tested through information gathering based on current Market
Surveillance Authorities in Member States, as defined in EC 765/2008. These are periodic
checks on certified products to ensure that the certification is still valid. In addition, the
operation of private certification bodies has been also under comprehensive monitoring.
National cyber agencies can revoke non-compliant certificates and withdraw certification
bodies from the list of authorized entities. National cyber agencies are authorized to supervise
private certification bodies, conduct investigations, impose penalties, and handle complaints
regarding their operation. They are empowered to request information from certification
bodies on their performance and compliance practices, and obtain access to any premises of
the certification body or certificate holders.

Another significant monitoring mechanism is the newly established ‘peer-review’
arrangement. This arrangement allows national authorities to cooperate by sharing
information on possible non-compliance of labs or certification bodies with the schemes. The
new mechanism serves two purposes — it increases control of public authorities over private
certification bodies and ensures equivalent standards and practices throughout the Union to
prevent a race-to-the-bottom in the quality of issued certificates. Information sharing covers
the procedures for supervising the compliance of products, services, and processes with
certificates, and verifies the appropriateness of the expertise of the personnel in certification
bodies. The ECCG should draw up a summary of the peer review results that may be made
publicly available and include recommendations on actions to be taken by entities covered.

Overall, the newly emerged institutional frameworks for EU cybersecurity
certification take over the market practice of certification by bolstering voluntary enlisted
private certification bodies while strengthening public control over their operations. While in
previous arrangements, private certification bodies only had a role in certifying according to
private schemes that were recognized within specific industries, the new regime allows them
to certify based on EU schemes across Member States. Previously, these private certification
bodies worked without significant levels of public control over their operations. In the new
framework, however, they are under the auspices of public authorities. Each private

certification body has to be registered and approved by a Member State; it is accredited by a
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joint effort of the national accreditation body and cybersecurity agency, and comprehensively
monitored by the national cyber agencies. This enhanced public control is carried forward
trough three new governance arrangements for (1) the creation of EU schemes that includes
monitoring and enforcement principles over private certification bodies by public authorities,
(2) an accreditation framework that monitors and can suspend or restrict the operation of
private bodies, and the (3) post-certification monitoring and information sharing mechanism
among national agencies that empowers public authorities to monitor and sanction private
certifiers. In the next section, | test to what an extent my three hypotheses can explain the
emergence of these public-private interactions in the context of the broader institutional

change in EU cybersecurity certification.

The figure below illustrates the three new additional paths for cybersecurity

certification in the EU.

<FIGURE 2 HERE>

5. HYPOTHESES TESTING

The publicization of private certification bodies takes place in a context of
endogenous institutional change, in which certification paths are established on top of, rather
than in lieu of existing ones. The EU added a new institutional layer, bringing about a change
in the form of ‘layering” whereby new elements are attached to existing institutions and do
not replace the old ones (Thelen, 2003 & 2004; Streeck & Thelen, 2005). The chosen policy
path does not only keep current frameworks intact, but also engenders mechanisms to control
private certifiers in line with existing public control patterns over private labs.

In both current and proposed institutional arrangements, private actors need public
authorization to operate, work under a regulatory framework that is designed by public
actors, accredited by public authorities, constantly audited and monitored by national
agencies, and face the threat of sanctions from public bodies. Table 1 below compares public-
private interactions in the current and emergent regimes. It seems that prospective
interactions evolve from previous institutional arrangements. This is the dependent variable |

aim to elaborate below.

<TABLE 1 HERE>
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5.1. Hypothesis #1: Member States’ Powerful Influence on this Policy Space

To examine the influence of Member States on the way private certification bodies are
controlled in the forward-looking regime, | analyze Member States’ official positions, their
veto points in the new framework, and the changes they were able to incorporate in the
agreed CSA text.

The voice of Member States in this policy process was dominantly led by nations with
certification capacities and expertise — Germany, France, and the UK. Policy documents and
interviews with key stakeholders reveal the willingness of these states to further legitimize
their central role in the cybersecurity certification ecosystem and limit significant changes to
current practices. According to a senior ENISA official: ‘Cybersecurity, especially as a
component of critical infrastructures and national assets protection, remains a national
responsibility within EU treaties.” In the current public certification paths, national
representatives lead the development of schemes, because it touches upon core national
security and sovereignty issues. National authorities argue that the different designs of
traditional infrastructures across nations require fragmented certification and a continuous
influence of Member States on these processes (EU Commission Impact Assessment, Part 4,
2017). France and Germany argued that the prospective framework should extend rather than
replace existing successful national tools and processes. They asserted that the EU
Commission should not detract from Member States’ competencies, suggesting taking
advantage of existing national certification capabilities (Schabhuser, 2017; French Senate,
2017). A private lab owner described how ‘national authorities care about security, not about
business,’ and this is where they diverge from EU’s approach to cybersecurity. Subsequently,
they would like ‘private certification bodies to be very controlled...and these bodies should
worry about their levels of independence under the new Cybersecurity Act.” He perceives
cybersecurity as ‘a sensitive topic,” for which national authorities are imposing their mandate
and will over other actors. This skepticism towards other actors is evident within national
boundaries as well. According to an EU Commission policymaker, ‘national cyber agencies
do not trust national accreditation bodies to properly accredit private certifiers.’

Member States were eventually able to promote significant changes during the
legislative process and enjoy significant veto points and monitoring capacities in the
proposed framework. According to a senior ENISA representative, ‘the power shift in the
agreed text is towards Member States — they get to control the Commission in every step of

the way, enjoy discretion to act as they please, and retain full operational capacities in the
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aftermath of the proposal in terms of accreditation and supervision over certification.” The
veto points of national authorities include the declaration of an issue as a national security
issue that should be kept under their sovereignty, their authority to accredit and approve
every certification body, the authorization to monitor the operation of certification bodies and
revoke their accredited status, and the ability to vote against recommended EU schemes
during the comitology process.

Pro-national changes in the CSA text include, inter alia, provisions to the
development process of certification schemes, where the Commission, which had been
initially empowered to state annual priorities, lost that prerogative to the ECCG group
consisting of Member States’ representatives, after an amendment by the Council vested it
with the authority to request a new scheme.

In terms of certification paths, national schemes have not been excluded, and based on
an amendment by the Parliament, the SOG-I1S arrangement still holds. Furthermore, a
Council amendment suggests that national agencies can still issue national certificates that are
valid only within their borders. This can happen in cases where an EU scheme is not
provided, or when issues of national security arise.

Several amendments by the Council incorporated some provisions meant to increase
the capacity of monitoring through accreditation and national agencies into the extant
framework, including the authority of accreditation bodies to suspend and restrict certificate
authorities, the double-accreditation requirements — from both a national accreditation body
and a national cyber agency, and the strengthened monitoring capacities over private
certification bodies.

In terms of CSA’s implementation, Member States got significant veto powers as
well. Even though implementation is going to take place through an implementing rather than
delegating act that leaves less discretion for Member States during the implementation
process, national representatives still need to approve the Commission’s activities. According
to an ENISA representative: ‘Member States will have the final word, as these committees
control the Commission in this policy implementation. Therefore, Member States enjoy veto
powers on every scheme that will be produced, which means they can block the adoption of a
scheme as they desire.” At the same time, a Parliament amendment to increase the discretion
of Member States in adopting an EU scheme was discarded.

Two additional changes in the text permit significant national influence on the post-

certification process: (1) The introduction of the peer-review mechanism, that was jointly
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promoted by Parliament and Council, and the (2) use of Market Surveillance Authorities, as
added by the Parliament.

Ultimately, Member States were able to pose on the EU a policy compromise,
preventing a significant divergence from current institutional paths. They were able to push
for enhancing their control over private certification bodies, maintaining their powerful
position through several veto points and further legitimizing their status as central actors for
cybersecurity certification. Therefore, | do find that their dominant role affected the type of
institutional change and the diffusion of public-private interactions from current to the future

certification regime.

5.2. Hypothesis #2: EU’s Supranational Aspirations in the Cybersecurity Arena

To examine how EU’s passion to increase its role in the cybersecurity policy arena bore on
the agreement concerning national control over private certification bodies, | traced the new
powerful position that the EU gained, and clarify how important was this change for its
aspirations, even if the price was a compromise with national authorities.

Eventually, the EU was able to create a new institutional framework on top of the
existing one to influence cybersecurity governance in Member States considerably. Through
the development of EU schemes and the elevation of private certification bodies, the EU can
indirectly govern targets in Member States. These are both significant changes to the balance
of power in EU cybersecurity policy space. CSA’s text specifically stipulates, following an
amendment by the Council, that national schemes will cease to apply. Member States are not
allowed to introduce new schemes in case they are already covered by an approved EU one.
This is likely to create a situation in which gradually, EU certificates will replace national
ones. According to a senior representative from ENISA: ‘The main novelty of the CSA is the
fact that the EU is taking responsibility over cybersecurity certification schemes and
implements them in a European fashion.” Even though the Act allows the continuation of
national paths of certification, national agencies have to communicate their desire to develop
a new scheme and get an approval from the Commission and ECCG to do so.

In the governance processes of developing new schemes, ENISA enjoys leading roles
of facilitation and coordination, while the Commission is authorized to approve every new
scheme. Hence, the EU casts a central role for its institutions, and is responsible for the

operation of the whole process.
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Another substantial achievement for the EU is the authorization of private
certification bodies to operate and be recognized by several Member States. Previous
institutional arrangements blocked private actors from operating in several nations, but
following an amendment added by the Parliament, private certifiers can now voluntarily
enlist themselves with any Member State.

EU’s passion to pass CSA and elevate its capacities is demonstrated by the
Commission’s decision to couple the strengthening of ENISA with the new certification
framework under a single proposal for consideration by EU institutions. This coupling is not
a coincidence. ENISA is a valuable agency for Member States as it allows them to get
assistance and support at a low cost. According to an ENISA representative: ‘the agency is
weak to stand up against Member States, but can still support, assist, and advise them.
Therefore, Member States would not want to explain to their tax payers why they did not
agree to the strengthening of ENISA,” and by that, ‘The Commission wanted to increase its
opportunity of success, so it moved in an area where Member States did not agree before —
certification, together with a popular proposal to strengthen ENISA. By putting two
seemingly different things together, the Commission increased the chances that Member
States will accept everything as a package.’

Moreover, in the initial consideration of policy options, the Commission chose the
only policy option that elevated private certification bodies to certify based on EU schemes.
All other options relied on existing frameworks, leaving the EU with the same levels of
influence as before. Previous policy options included the development of non-binding EU
cybersecurity standards, the turning of SOG-IS to a mandatory framework, and the use of
EU’s New Legislative Framework (NLF) for harmonizing standards in the internal market.
These options were rejected because they were perceived as either burdensome for market
actors or unlikely to solve the current national fragmentation. Most importantly, none of them
boosted EU’s influence as the chosen policy option.

In terms of CSA implementation, the Commission was able to prevent significant
discretion from Member States in the process. Member States pushed to implement CSA
through a delegated act based on a Parliament amendment in order to gain additional room
for discretion in the implementation stage. This was not approved in the agreed text, leaving
the Commission to produce implementing acts that refer to practical implementation of rules
that already exist in the original legislation. The Parliament was also unsuccessful in adding
to the text requirements to include justifications for a new EU scheme based on Member

States’ opinions.
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Thus, the EU was able to strategically improve its standing in the cybersecurity policy
arena in ways that make national control over private certification bodies and the
maintenance of existing institutional frameworks marginal to the long-term EU interest. CSA
allows parts of EU’s supranational aspirations to be fulfilled in manners that motivate the EU
to make a compromise, even if it allows national authorities to continue controlling private
certifiers and develop existing paths. Therefore, I do find that EU’s supranational aspirations
had led to policy compromises, the upshot of which was the diffusion of public-private

interactions from the current to the proposed regime.

5.3. Hypothesis #3: Private Interests influence on the New Certification Framework

To examine the influence of private interests on this policy process, | rely on CSA’s
stakeholder’s engagement documents and trace how the different interests were divided
between the groups, and which interests were eventually expressed in the agreed text. More
than twenty different interest groups were involved, including product manufacturers, service
providers, certification bodies, and standardization bodies.

| found that industry actors favored the proposed certification framework from the
very beginning. According to an ENISA representative: ‘Industry and private certification
bodies pressured national policymakers to agree on the harmonized certification framework.
They used the current fragmentation and consequent regulatory burden to push their public
officials to agree on CSA. Since the EU has many export-oriented industries, the companies
realized that a strong EU brand is a more desirable selling point than national brands.” This
approach was expressed through a Parliament amendment that recognized how manufacturers
face increased costs due to fragmentation, and why mutual recognition among national
certification bodies should be promoted.

| compared the agreed act with the positions of different private groups and found that
unanimous issues were added to the text. For instance, the need to allow self-assessment
through first-party certification was promoted by the Parliament and Council, stressing the
importance of keeping certificates voluntary, or the decision that the validity of schemes
should be decided on a case-by-case basis - all added as amendments to the text.

Issues where private groups were less successful include the requirement that
certification for high assurance will remain national rather than turn European, the idea of
extending SOG-IS instead of establishing a new framework, keeping issuance of certificates

in the hands of public authorities, and the insistence of certification bodies on establishing
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mandatory certification requirements. The common denominator of all these issues is the fact
that only few private groups promoted them.

Therefore, industry groups that benefit from decreased fragmentation in certification
requirements and private certification bodies that significantly increase their market
opportunities under the proposed regime were able to attain additional provisions, tipping the
balance in their favor. It seems that they were not busy with issues of national control over
private certification bodies. Thus, I do find that private actors significantly capitalized on the
proposed regime change, and therefore offered little resistance to institutional layering

practices and enhanced national control over private certification bodies.

6 — DISCUSSION & CONCLUSION

This study traces the institutional change in EU cybersecurity certification from the
pre- to post-CSA era. Pre-CSA, | found that the current certification regime has operated
through four distinct institutional paths that have been recognized by international, national,
or industry actors to various degrees. Private certification bodies only certify on behalf of
industry actors based on private schemes that are recognized contingent on market decisions.
Public-private interactions among national certification bodies and private laboratories
demonstrate significant public control over the operations of private labs through public
licensing, auditing, and sanctioning. Post-CSA, this type of public-private interaction diffused
to new certification paths, which characterizes how national agencies control private
certification bodies. Based on the new act, the EU has integrated new European certification
paths into existing ones, and advanced the publicization of private certification bodies; on the
one hand, the EU has upgraded their role to certify based on European schemes across
Member States. On the other hand, it strengthened public control over their operations
through national registration requirements, public accreditation measures, and comprehensive
monitoring and enforcement mechanisms, including sanctions and public disclosures of their
flaws.

| use Arcuri’s (2015) term - publicization - to describe the elevation of voluntary
enlisted private governance actors under increased public control measures. This type of
interaction challenges the dichotomous understanding of public control over private
governance actors. Rather than full or no control by public authorities, publicization
embodies a notion whereby voluntary enlisted governance actors are free to choose whether

they become subordinate to enhanced public control over a market-driven governance
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practice. Such strict control measures and aggressive public involvement, along with
substantial public elevation in the status of private certifiers, cast doubt on the "privateness"
of this market-driven governance practice.

To explain this rather unexplored type of state interaction with private regulators, I
delved into the institutional context of the newly crafted interactions, arguing that they do not
evolve in a void. | studied them as part of the entire institutional change in EU cybersecurity
certification, which was designed in the wake of a compromise between EU, Member States,
and private interest groups.

| first described how EU policymakers created the new certification paths on top of
existing ones, adding new layers to current institutional frameworks. Then, | found that
Member States that enjoy strong veto powers but low discretion in the interpretation of new
rules led to policy changes in the proposed framework, increasing public control over private
certification bodies along similar lines as nations currently control private laboratories. Even
though the strong states did not beget new institutional layer for certification, they were able
to dictate the type of public-private interactions it will embody, and diffused public control
patterns from current to the planned institutional framework. This demonstrates Capano’s
(2018) argument that the practice of institutional layering can also serve to stabilize and
further legitimize the balance of power in existing institutional frameworks. | also found that
the boost to EU’s supranational aspirations, along with the decrease in regulatory burden for
industry actors and the new market opportunities for private certification bodies, allowed all
these parties to come to terms on national control measures over private certification bodies.

Thus, the publicization of private governance actors was a political compromise led
by actors with strong veto powers and low discretion capacities, which were able to diffuse
current public control practices over private governance actors to the prospective framework.
This highlights a rather unexplored link between private governance and the institutional
change literature, demonstrating how the causes for certain modes of institutional change
hold explanatory powers for understanding why certain types of public-private interactions
have emerged.

This study also contributes to our understanding of political battles in the
cybersecurity policy arena. On the one hand, I find that Member States pushed for layering
practices in order to increase the stability and legitimacy of current, nationally dominant
institutional frameworks for certification. 1 show how dominant Member States are in current
paths for certification, and why they were able to impose a policy compromise on the EU,

preventing substantial divergence from current institutional paths and maintaining their
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central role in this policy arena. The EU, on the other hand, was also successful in promoting
the link between cybersecurity issues and its Single Market approach, further legitimizing its
intervention in this policy field. As an IGO, the EU had also broadened previous political
tactics that were used in EU’s New Approach for harmonizing standards to circumvent
Member States by governing through certification. The EU was willing to agree on national
control over private certifiers in exchange for securing a long-term EU interest of increased
involvement in cybersecurity governance. The CSA is another round of conflict between EU
and Member States over influence in the cybersecurity arena.

Bringing together the literature on private governance with research on
standardization, certification, endogenous institutional change, and cybersecurity governance,
this study is conducive to three important elements. First, it increases our understanding with
respect to the development of a rarely explored form of public-private interaction — the
publicization of private governance practices by public authorities. Second, it contributes to
the sparse literature on the governance of standards implementation through certification.
While most studies address standard setting processes, this study highlights how and why
standards are implemented through certification. Third, it contributes to the literature on
endogenous institutional change by considering how modes of institutional change can
explain interactions between public and private actors in newly created institutional
frameworks.

The increasing publicness of market-driven governance practices casts doubts on the
story line that tells us that we are witnessing a transformation from hierarchical governance to
modes of soft governance, where multitude of public and private actors from different policy
levels govern society through horizontal and soft instruments. This case-study shows that this
framing does not particularly hold. The promise of horizontal governance, sometimes even
without the government, has been replaced with new forms of control of public authorities
over private governance actors. Initially, many market-driven regimes emerged as a reaction
to the lack of state actions. Once public authorities had become involved, hierarchical or
horizontal dynamics soon followed. This case study, however, allows us to broaden our
understanding of post-market governance dynamics, setting forth a new form of state
intervention in contemporary governance arrangements.

The limitations of this study relate to the challenge of understanding how and why a
complex and rather under studied ecosystem of security certification operates. | was able to
interview representatives from most involved sectors, but a larger sample of interviewees

would have helped me to make even better sense of certification as a tool of governance.
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While this study certainly adds to the body of knowledge on certification, this policy domain
merits further research.

Looking ahead, future research avenues can further explore the explanatory power of
modes of institutional change for realizing how and why public-private interactions emerge.
In addition, comparative studies that assess different forms of publicization across sectors or
nations would boost our understanding of what drives this new type of presence of the state in

market-based governance mechanisms.
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Table 1: Public-Private Interactions in EU’s Cybersecurity Certification Regimes pre- and

post-CSA
Pre-CSA Post-CSA
[Private Labs <«» National [Private Certification Bodies «—»
Authorities] National Authorities]
Public Private labs have to be publicly | Private certification bodies have to be

Authorization to
Operate

licensed and can be denied
licensing in multiple states.

registered by Member States.

Public Deployment
of Regulatory

National authorities
predominantly prompt Common

EU schemes developed by EU
institutions and Member States set

Accreditation of
Private Actors

national certification bodies.

Frameworks Criteria and national the framework for monitoring and
certification schemes that set enforcing requirements from private
evaluation requirement. certification bodies.

Public Private labs are accredited by Accreditation takes place through a

joint effort of national accreditation
bodies and national cyber agencies.

Public Audit of
Private Operations

Personnel, facilities, and
processes of labs are constantly
audited.

National agencies across the Union
monitor private certification bodies
comprehensively through post-
certification, information sharing
mechanisms between public agencies.
Public investigations of complaints
also take place.

Public Sanctions
over Private Actors

Public certification bodies can
revoke the license of labs.

Public accreditation bodies can
suspend and restrict the operation of
private actors. National agencies can
sanction and publicly undermine the
reputation of private certification
bodies.
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Figure 1: Pre-CSA Cybersecurity Certification Paths in the EU
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Figure 2: Post-CSA’s Additional EU Cybersecurity Certification Paths

Post-CSA: Three Additional Paths for Certification In the EU
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APPENDIX #1: Analyzed Policy Papers on CSA from EU Institutions

Document Name Organization(s) Date

1 | Commission Communication on Strengthening EU Commission July 2016
Europe's cyber resilience systems and Fostering a
Competitive and Innovative Cybersecurity Industry

2 | State of the Union 2017: The Commission scales up | EU Commission September 2017
its response to cyberattacks

3 | CSA Impact Assessments Parts 1 - 6 EU Commission September 2017

4 | Regulation Proposal: The Cybersecurity Act EU Commission September 2017

5 | Joint Communication to the European Parliament EU Parliament & | September 2017
and the Council: Resilience, Deterrence and Council
Defence: Building strong cybersecurity for the EU

6 | EPRS Briefing: EU Cybersecurity Agency and EU Parliament December 2017
cybersecurity certification

7 | Draft Opinion on the Cybersecurity Act - Civil EU Parliament January 2018
Liberties, Justice, and Home Affairs Committee

8 | Draft Opinion on the Cybersecurity Act - IMCO EU Parliament February 2018
Committee

9 | Draft Opinion on the Cybersecurity Act - ITRE EU Parliament March 2018
Committee

10 | Draft Opinion on the Cybersecurity Act - Civil EU Parliament March 2018
Liberties, Justice, and Home Affairs Committee

11 | Draft Opinion on the Cybersecurity Act - IMCO EU Parliament May 2018
Committee

12 | CSA Amendments EU Council May 2018

13 | CSA Amendments EU Parliament July 2018

14 | EPRS Briefing: ENISA and the New Cybersecurity | EU Parliament September 2018
Act

15 | CSA Agreed Text EU Commission December 2018

16 | EPRS Briefing: ENISA and the New Cybersecurity | EU Parliament February 2019
Act
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APPENDIX #2: Analyzed Position Papers on CSA by Stakeholders

“Cybersecurity Act”

Document Name Organization(s) Date
1 Security certification and labelling EUROSMART July 2017
2 Joint FIEEC-ZVEI Position on Cybersecurity FIEEC & ZVEI October 2017
3 Position Paper: Initial Position on the EU ECSO October 2017
Cybersecurity Package
4 Clusit and Information Security & Privacy Clusit November 2017
5 The proposal for a Cybersecurity Act - a BusinessEurope November 2017
BusinessEurope position paper
6 DIGITALEUROPE’s position paper on the DIGITALEUROPE | December 2017
European Commission’s Proposal for a European
Framework for Cybersecurity Certification Scheme
for ICT products and services
7 SAFECode perspective on Cybersecurity SAFECode January 2018
Certification
8 Cybersecurity — A Strategic Task for Europe VDMA February 2018
9 The EU Cybersecurity Act proposal AmCham EU February 2018
10 | Industry Challenges & Opportunities in Future STMuicroelectornics | March 2018
Cybersecurity Certification Schemes
11 | Toward EU Cybersecurity Certification Framework: | G+D Mobile March 2018
Statement as Manufacturer and Service Provider Security
12 | AIOTI position on the AIOTI — Alliance May 2018
EU Cybersecurity Act Proposal for Internet of
Things Innovation
13 | Cross-industry and standards development Eight associations | June 2018
organisations open letter on the EU Cybersecurity from industry and
certification framework proposal standards
development
sectors
14 | SAFECode Comments on EU Cybersecurity SAFECode October 2018
Legislation
15 | The Inetrnational TIC Sector Welcomes the IFIA & CEOC No date
Peoposed Measures by the European Commission International
16 | ETSI Position Paper on draft Regulation 2017/0225 | ETSI No date
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APPENDIX #3: Analyzed ENISA Reports on Cybersecurity Certification

Document Name Date
1 Security Certification Practice in the EU October 2013
2 Smart Grid Cybersecurity Certification: Minutes of the Workshop September 2014
3 Definition of Cybersecurity: Gaps and Overlaps in Standardization December 2015
4 Governance framework for European standardization December 2015
5 Challenges of security certification in emerging ICT environments December 2016
6 Considerations on ICT security certification in EU: August 2017
Survey Report
7 Improving recognition of ICT security standards December 2017
8 Overview of ICT certification laboratories January 2018
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APPENDIX #4: Interviews Conducted

Organization Type Number of Interviews

EU Commission

EU Council

EU Parliament

ENISA

National Certification Agency

Private Certification Bodies

Private Evaluation Laboratories

Product Manufacturers

Digital Service Providers

[N TE NN G| ) FREN JRRY FERY RN | )

Industry Associations
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CONCLUSION: POLICY DESIGN FOR DIGITAL TECHNOLOGY RISKS

Over the past decades, policymakers across the globe are trying to produce policies that
would properly govern the alarming risks that arise from digital technologies. Nevertheless,
the constant failures in preventing data breaches and protecting against cyber threats, along
with massive privacy infringements that erode core values such as liberty, anonymity, and
freedom of speech, create a sense of urgency in understanding how and why cybersecurity and
privacy risks are governed. Insecure digital systems and the lack of effective checks and
balances on personal information flows destabilize societies and question the ability of
policymakers to properly handle continuous technological development. The understanding of
how and by whom policy regimes are shaped to mitigate such risks is crucial for better coping
with these policy failures. Furthermore, the analysis of such under-studied policy domains in
the public policy literature holds a promise for advancing theories on the policy process and
policy regime design further. By understanding how policy regimes for cybersecurity and
privacy are constructed, and uncovering drivers for policy change in these spaces, we can better
assess the development of public policies in regimes that are fragmented, where policies are
developed in different levels of government, with a variety of government agencies involved,

and through institutional structures that develop over time in a patchy nature.

Previous research devoted disjointed and fragmented efforts to the study of these
pressing problems. Scholars have yet to apply the policy regime perspective to understand how
and why the governance of cybersecurity and privacy develops. In this dissertation, | addressed
these gaps by conceptualizing, theorizing, and empirically studying the drivers for the
development of three policy regimes that govern cybersecurity and privacy-related policy

problems in two central political systems — the US and the EU.

Summary of the research project and the work process

| have started my work on this project without realizing the plural dimensions in the
relationships between privacy and national security, and with little understanding of how
cybersecurity governance is designed. The scholarly works that did address privacy or
cybersecurity provided only a glimpse on these regimes, with no up-to-date understanding of
their development (e.g. Etzioni, 2011; Quigley and Roy, 2012; Hiller and Russel, 2013).
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Coming from a computer science background, | mainly attached the cybersecurity challenge to
technological complexity and the vulnerable nature of software and hardware appliances. | did
not fully realize the disturbing impacts of insecure digital systems and the massive flows of
personal information on vital principles such as privacy, anonymity, and liberty.

The surprising revelations in 2013 by whistle-blower Edward Snowden (Macaskill and
Dance, 2013) motivated me to further explore how the design of massive surveillance
infrastructures was promoted in the US without significant checks and balances. | realized that
this would require research on historical policy patterns over national security and privacy
dynamics, but there were only few existing works in the public policy literature that I could
rely on. I further understood that in contrast to existent literature (Regan, 1995; Diffie and
Landau, 2007; Solove, 2011), these relations have more than two dimensions, and in order to

fully comprehend them | need to broaden the regime boundaries applied by existing studies.

The dissertation’s first paper, entitled Complementaries and Contradictions: National
Security and Privacy Risks in U.S. Federal Policy, 1968-2018 (Sivan-Sevilla, 2018) was, to
the best of my knowledge, the first attempt to empirically explore the plurality of dimensions
between national security and privacy as constructed by US federal policies. This yielded novel

results on the development of these dynamics over time and across policy arenas.

| found that federal policies design contradictory dynamics between national security
and privacy in a rarely punctuated policy equilibrium. It takes severe security crises or
significant privacy scandals to create the unusual political conditions for change in this policy
regime. Moreover, the paper underscored newly captured independent variables that influence
the construction of different types of relationships between the two goals. These include: the
instrumental use of technological changes to frame policy problems, framings of policy issues
and their associated policy arenas, characteristics of the policy process, and convergence of

interests between commercial and governmental actors.

For the cybersecurity policy arena that mostly promotes complementary, but also
contradictory dynamics between national security and privacy, the paper found high actor
variance and significant influence from private interest groups. Still, this policy arena was the
most packed and complex one. | was able to recognize different approaches taken by
policymakers to the cybersecurity problem but could not realize how they affect policy

outcomes and shape governance arrangements in this policy arena.
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This motivated me to further dive into the cybersecurity policy arena and realize how
and by whom cyber risk governance is shaped. In the second dissertation’s chapter, entitled
Framing and Governing Cyber Risks: comparative analysis of US federal policies [1996-
2018], I put forth a novel typology for realizing how cyber risks are governed by public policies
and how shared ideas within this policy regime and different perceptions of the cybersecurity
problem are translated into distinct governance frameworks across private sectors. To the best
of my knowledge, this is the first attempt since Hood et al. (2001) to conceptualize public
policies as risk governance frameworks and uncover the disconnection between risk framings

and policy outcomes in cybersecurity governance arrangements.

The paper originally detected three distinct sub-regimes across private sectors based on
policymakers’ understandings of the cybersecurity problem that perceived cybersecurity as a
problem of traditional infrastructure, data protection, or as a tool to safeguard financial
interests. This finding empirically validates Science and Technology Scholars’ (STS)
arguments about the importance of meanings and framings to policymakers’ choices
(Nissenbaum, 2005; Fichtner, 2018). | found that policymakers were bound to certain framings,
assessments, and evaluations of cyber risks that informed their risk management policy
decisions. The role of the government and the extent to which it dictated coercive risk
management steps was loosely related to how risks were framed and were mostly designed

based on early decision-making structures.

Moreover, while previous works on cybersecurity governance considered policies as
one-dimensional (Weiss and Jankauskas, 2018), the novel typology for appreciating public
policies as risk governance frameworks revealed how public policies shaped different
categories in the cyber risk management process. Still, the government has been responding to
the dynamic threat landscape only within the boundaries and paradigms of the decision-making
structures that were decided upon during early regime development. For each regime, the
government tried to improve risk management practices without considerably diverging from

previous policy paths.

The results of this paper also revealed the different role of private actors across the three
sub-regimes. The industry either collaborated with the government while being regulated by
top-down hierarchical structures, or else it developed self-regulatory mechanisms. While

private actors were perceived by policymakers as holding the expertise to assist and
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complement governmental capacities in the field, | recognized different paths of influence of

private authorities on cyber risk governance.

This had encouraged me to explore the operation of private regulators for cybersecurity
in additional political systems. In the third dissertation paper, entitled EU Publicization of
Private Certifiers for Cybersecurity: explaining public-private interactions through the
context of institutional change, | studied the institutional frameworks for cybersecurity
certification in the EU and traced their development over time. This paper recognized a rather
less familiar interaction between public and private authorities: EU policymakers has been
elevating voluntary enlisted private certification bodies, but at the same time increased public
control over them. I framed this type of interaction as “publicization’ to capture the turning of
private regulation to public one. To explain the evolvement of such interaction, | relied on the
institutional context of regime change, and discovered the political contexts that designed such

multi-level public-private arrangements within the EU cybersecurity policy regime.

This paper adds to our understanding of public-private interactions in the era of
increasingly popular indirect governance arrangements (Abbott et al., 2017). The dichotomous
understanding of public control over private governance actors implies either full control
through delegation interactions or lack thereof in orchestration interactions. Contrariwise, EU
policymakers have built a cybersecurity certification framework where public authorities
increase their monitoring and enforcement capacities over voluntary enlisted private
certification bodies, giving rise to an intriguing form of state intervention in market-driven

governance practices.

Furthermore, this paper highlights how such soft but hierarchical public-private
interaction can be explained based on the influence of regime actors with strong veto powers
and low discretion in interpreting new institutional rules. Even though Member States did not
initiate the creation of the new institutional layer for certification, they were able to dictate the
type of public-private interactions it will embody, and diffused public control patterns from
current to the newly proposed institutional framework. This demonstrates Capano’s (2018)
argument that the practice of institutional layering can also serve to stabilize and further

legitimize the balance of power in existing institutional frameworks.

This creates a novel link between the literature on endogenous institutional change and

private governance. In contrast to scholars of institutional change that mostly ignore the public
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or private nature of institutional frameworks and do not link modes of change with the
distribution of public or private authorities, this paper found that causes for institutional change
can throw light on why policymakers choose certain public-private interactions when designing
a regime change.

The paper also questions the transformation from hierarchical governance to modes of
soft governance. New forms of control of public authorities over private governance actors has
superseded the promise of horizontal governance, even without government at times. Initially,
many market-driven regimes emerged as a reaction to the lack of state actions. Once public
authorities had become involved, hierarchical or horizontal dynamics soon followed. The EU
cybersecurity certification regime, however, allows us to broaden our understanding of post-
market governance dynamics, suggesting a new form of state intervention in private

governance arrangements.

Going back to the dissertation’s objectives

Overall, the aims of this dissertation have been fulfilled. First, by embracing a policy
regime approach, the three dissertation papers were able to capture complex dependent

variables that incorporate: (1) variance in national security and privacy dynamics over time and
across federal arenas in US federal policymaking, (2) variance in US cyber risk governance
frameworks across sectors, and (3) temporal variance in public-private interactions between

public authorities and private certification bodies in EU cybersecurity certification regime.

Second, the policy regime perspective allowed me to identify the micro-mechanisms

that explain policy outcomes and advance theory of policy change: national security and
privacy outcomes are predicated on the level of convergence of commercial and governmental
interests and the characteristics of the policy process. This emphasizes the importance of policy
arenas to types of policy outcomes. Furthermore, chosen policy paths for cyber risk governance
are contingent on policymakers’ decision-making structures that were institutionalized in early
phases of regime development, rather than on risk framing in these policy spaces. This
questions the importance of risk framings to policy outcomes and validates the significance of
historical institutionalism to cybersecurity risk governance outputs. Finally, actors that drive

certain types of institutional change are instrumental in determining the type of public-private
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interactions in regime development, especially when they face little opposition from other

groups.

Third, based on the captured variables in each regime, new research guestions can be

generated to further develop public policy theories and advance the study of contemporary
governance frameworks in the era of continuous technological change. For instance, the
analytical framework for studying national security and privacy dynamics can be applied to
study dimensions of these dynamics in additional political systems. This would allow us to test
whether similar independent variables across political systems account for national security
and privacy outcomes. This is especially appealing in the age of increasing information
collection practices by state and commercial authorities. Moreover, cyber risk governance can
be compared across political systems based on the disconnection between risk frames and
policy outcomes. The significance of early institutional structures can be compared within the
same political systems, or more generally, across risk issues. This could increase our
understanding of how cyber risks are framed in different political systems and how significant
are historical policy decisions regarding the development of risk regimes. New research
questions can also test the explanatory power of modes of institutional change for realizing
how and why public-private interactions emerge. Further research on the publicization of
private governance frameworks can help us draw conclusions on what drives this new type of

presence of the state in market-based governance mechanisms.

The contribution of the dissertation to existing public policy research

This dissertation represents the first attempt, to the best of my knowledge, to study
cybersecurity and privacy-related policy problems from a regime perspective, opening a
promising opportunity for policy scholars to further engage in studying the governance of risks
that arise from digital technologies. It highlights the significance of new factors when it comes
to the design of policies for risk governance. These include the characteristics of the policy
process, policymakers' risk perceptions, historical decisions on institutional structures, and the
interests of actors with historically determined veto points. We learn that policies that
accumulate in a patchy manner govern digital technology risks, and contextual settings and

traditional drivers for institutional stagnation or change influence decision-making.
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The dissertation contributes to the literature on risk regulatory regimes. Risk scholars
tend not to focus on cybersecurity and privacy risks. They also usually delineate the political
nature of risk governance decisions and pay less attention to how public policies link between
stated risk perceptions and regime design (Moss, 2002; Renn, 2008; Black, 2010; Vogel, 2012;
Wiener, 2013; Rothstein et al., 2013; Alemano, 2016). By suggesting a novel typology for
understanding how public policies create risk governance frameworks and through studying
the link between risk frames and policy outcomes, this dissertation takes us one step closer to
understanding how governments manage risks for societies. It lays out policymakers’
techniques for managing cyber risks, emphasizing the difficulty to diverge from early risk
governance decisions while wedding historical institutionalism theory (e.g. Pierson, 2004) and

risk governance.

The dissertation also enriches contemporary debates by theorists of regulation on the
development of hybrid forms of indirect governance. Policy systems were recently
conceptualized as a three- rather than two-party systems that include rule maker, rule
intermediary, and rule taker (Abbott et al., 2017). This describes the shift from traditional state-
centric approaches with hierarchically organized government agencies to multi-level systems
that distribute authority across private and public bodies (Gunningham et al., 1998; Coglianese
& Lazer, 2003; Gilad, 2011; Levi-Faur, 2011; Klinke & Renn 2011). This dissertation
leverages changes in intermediation strategies to study the institutionalization of regulatory-
intermediaries in risk-governance frameworks. But while most scholars address private
intermediation in the forms of delegation or orchestration, this dissertation highlights a rather
unexplored case of taking public ownership over private governance practices. This form of
state intervention questions the two-dimensional understanding of either strict top-down or
collaborative relations between public and private authorities. Through soft engagement with
private governance actors while exercising hierarchical control over their operations, the state
is more relevant than ever, instrumentally steering private governance actors to advance its
goals. The capturing of this regulatory phenomenon is important for understanding multi-level

and hybrid forms of governance in contemporary arrangements.

Beyond these theoretical contributions to existing debates in the public policy
literature, the dissertation’s findings can travel to policy spaces with similar characteristics.
The dissertation highlights the role of focusing events in domains that demonstrate difficult to

change policy equilibriums such as the foreign intelligence domains, or for policy spaces that
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are fragmented and disjointed such as the cybersecurity policy domain. These domains are
likely to provide great influence to veto players, who can rather easily prevent changes from
taking place in these arenas due to their complexity and lack of single capable change agents.
This is likely to only allow a gradual institutional change at best. The dissertation also reveals
the impact of the convergence of interests between commercial and government actors over
issues that are directly related to state’s sovereignty and powers (Genschel and Jachtenfuchs,
2013), such as the national security arena. The instrumental use of technological change is
also demonstrated by the findings of this dissertation, highlighting possible attention focus to
concurrent debates in policy parliaments about advancements of technology and their
consequences for society. Technology is likely to be used instrumentally by different
stakeholders in the policy process. For governmental attempts to manage risks for society in
certain domains, over the course of several decades, this dissertation offers a unique
analytical approach on how to study public policies as risk governance frameworks and
examine the possible disconnection between framing and policy outputs. In addition, policy
fields that experience gradual institutional change under national and supra-national tensions
can be studied from the perspective of veto players attempts to legitimize old structures in the

attempts of policymakers to ‘take-over’ market-driven governance structures.

This research project also has a significant methodological contribution that can ‘travel’
across nations and contexts. It employs a novel analytical framework for studying the plurality
of dynamics between national security and privacy. Rather than framing them as contradictory,
this dissertation shows the full spectrum of contradictory and complementary relations between
the two goals, allowing for better understanding of the influence of conflicting political forces
in these policy arenas and highlighting the importance of policy context to policy outcomes.
This novel typology can be applied to study dimensions of these dynamics in additional
political systems. In addition, this research also develops a novel typology for studying public
policies as risk governance frameworks. As policymakers are increasingly occupied with
governing risks for society, this can help advance future risk governance studies across nations

and issues.
The implications of the dissertation for other audiences

Whilst the dissertation is rooted within the academic public policy literature, it can be
of interest to additional audiences. For instance, the policy regime perspective on cybersecurity
and privacy governance can be appealing for sociology scholars who are interested in the
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balance of power within institutional structures (e.g. Mayer, 2002) and study isomorphism to
realize how institutional practices diffuse over time and across organizations (DiMaggio and
Powell, 1983). The present dissertation features these diffusion patters that stem from power

struggles and are comparable to isomorphism patterns in organizational settings.

Moreover, political scientists who are interested in the balance of power in political
systems (e.g. Bachrach and Baratz, 1963; Clegg, 1989; Lukes, 2005) might be interested in
comparing power struggles over policy change in the governance of digital risks with more
traditional security studies domains (e.g. Jervis, 2004). Similar policy actors are influential in
both domains, but the dissertation allows us to appreciate the role of commercial interests, and

the ability of private interests to significantly influence security-related decisions by the state.

Finally, this research project has important practical implications and may also appeal
to policy practitioners. Policymakers are currently wrestling with cybersecurity and privacy
issues, and mostly address the technical rather than the political contexts of these challenges
(Clark, 2014; Siboni and Sivan-Sevilla, 2018). Nonetheless, they may utilize insights from this
research to understand how such policy regimes are designed and what to pay heed to in
considering future policy developments. They can also choose strategic approaches for
changing the identified equilibriums in the studied policy regimes. For instance, the rarely
punctuated policy equilibrium that set certain contradictory dynamics between national
security and privacy necessitates the development of guidelines for checks and balances in
controversial national security decisions that bear uncertain privacy implications. Following
the findings of this dissertation, we realize that such checks and balances are less likely to be
coded via policies, but should be developed by other actors in the ecosystem to overcome the
stagnation of current policy regimes. Moreover, the limited response by governments to cyber
threats might require enhanced incentives for private actors to develop more flexible

governance solutions.

Proposed directions for future research

This dissertation leaves several avenues for future research. First, it informs the
studying of the broader context of indirect governance arrangements in governing systemic
risks across political systems. While the risk governance literature frames cyber risks as one

example of systemic risks (Goldin and Mariathasan, 2014; Renn et al., 2019), future research
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can suggest broadening the study of indirect governance across systemic risks to assess the role
of intermediaries in risk governance. These intermediaries are embedded in institutional
settings and work based on their private interests. They might introduce bias and subjectivity
in key functional capacities of the risk-governance process. Comparatively assessing the
operation of such intermediaries can contribute to understanding additional political contexts

of indirect governance arrangements.

Since the dissertation reveals the role of industry associations in the field of private
cybersecurity certification, their role could be further studied with regard to privacy issues as
well. Following the ubiquities tracking and targeting of individuals in the online advertising
ecosystem, industry associations such as the Interactive Advertising Bureau (IAB) adopt
different consumer protection and empowerment mechanisms (Dwyer et al., 2017; ENISA,
2018). Absent significant policy regimes, industry associations take the role of regulators.
Future research can assess when and how a standardization body such as IAB becomes an
effective regulator, emphasizing how policy regimes for digital technology risks are

constructed in a bottom-up manner.

Last but not least, future research can realize the impact of policy regimes design on
innovation. It can assess whether policy regimes for cybersecurity affect innovation capacities
of regulated companies differently. As policymakers endeavor to balance between coercing
and incentivizing cybersecurity protections, the dissertation in question reveals several paths
for cyber risk governance via private actors. | found different contextual and operational factors
for certification across different institutional paths in the EU; future research can assess
whether and how working through different certification process impacts the innovation
possibilities of certified producers. This will contribute to the current literature that pays only
little attention to the link between certification and innovation and is generally ambiguous on

how regulation influences innovation (Ashford et al., 1985; Pelkmans and Renda, 2014).
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