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Abstract

Many important dilemmas involve decision making under uncertainty - decision making
in circumstances of imperfect information and unknown outcomes. However, when these
decisions are judged in retrospect, while outcome knowledge is made available, there exists
a tendency to dismiss the prior conditions of uncertainty and to take such outcome
knowledge into account, in a way that is irrelevant to the true quality of the decision. This
phenomenon which has been termed outcome bias in the psychological literature has been
researched extensively and was demonstrated in various domains including the monetary
and the medical domains, in military investigations, in issues of legal responsibility, in
ethical judgments and more. However, the research on outcome bias hitherto has
concentrated on the person who judges in retrospect. In this dissertation we adopt a
different point of view — that of the decision maker who expects to be judged or evaluated
based on outcome knowledge within principal-agent relations. Our goal is to understand
whether the decision maker is aware that a retrospective judgment of her decision by others
could be subject to outcome bias, and to examine how such awareness may ex-ante affect
the decision.

In this dissertation | focus on several questions that lay at the heart of this topic. In
the first chapter | ask the main research question: does the expected availability of outcome
knowledge in principal-agent relations affect ex-ante behavior, and if so — in what way?
this study had two main roles: a theoretical role and a methodological one. The theoretical
role was to provide an initial answer to this main research question and the methodological
role was to identify a setting in which principal-agent relations are not expected to involve
outcome knowledge, in order to allow for a comparison between decision-making behavior
under outcome-knowledge based principal agent relations and under no outcome-
knowledge based principal agent relations. After laying this basis, in chapters 2-5 | tackle
four additional questions derived from the main research question: Do experts who take
part in principal-agent relations adjust their ex-ante behavior when they expect to be
judged after the consequences of their decisions are known?; Can the foresighted outcome
effect be explained by an agent’s motivation to avoid his principal’s ability to compare the
result of the decision taken with its forgone alternative?; Do principal-agent relations
which are based on outcome knowledge behave differently under positive and negative
incentives; and what is the psychological mechanism underlying the foresighted outcome
effect?

This dissertation thus consists of five chapters [three of these chapters have been
taken together and published in a peer-reviewed academic journal], with each chapter
addressing one important question pertaining to the social situation of outcome knowledge-
based principal-agent relations. In these five chapters, | employ various types of research



methodologies, mainly laboratory experiments using actual monetary incentives (chapters
1,3 and 4), but also a ‘lab in the field” experiment (chapter 2) and a survey experiment that
simulates in a hypothetical manner the scenarios from the laboratory experiments (chapter
5).

The first chapter, or Study 1, asks: Does the expected availability of outcome
knowledge in principal-agent relations affect ex-ante behavior, and if so — in what way? This
question draws on the literature regarding both agency theory and outcome bias, and offers
to potentially extend their scope by investigating the effect of knowing that one's decision
will be judged while its outcome is known, on an agent’s ex-ante behavior. To answer this
question, | made use of a laboratory experiment which simulated an investment game in
which subjects were required to make financial decisions involving a choice between a
sure and a risky option. The experimental conditions manipulated two types of principal-
agent relations: with and without outcome knowledge, and the dependent variable was
defined as the propensity for risk taking. The results of this experiment provided initial
support to our hypothesis that the availability of outcome knowledge in principal-agent
relations increases ex-ante risk aversion of accountable agents. We term this behavior, the
foresighted outcome effect.

The second chapter, or study 2, asks: do experts who take part in principal-agent
relations adjust their ex-ante behavior when they expect to be judged after the
consequences of their decisions are known? To answer this question, I employed a ‘lab
in the field’ experiment with basketball coaches from “Hapoel Jerusalem Basketball Youth
Club” using scenarios from their everyday professional lives. The results of this experiment
revealed findings consistent with those obtained in study 1: the expected availability of
outcome knowledge in principal agent relations affects the ex-ante behavior of experts as
well, by increasing their risk aversion in professional decisions.

The third chapter, or study 3, asks: does the risk-avoidance that results from
expected availability of outcome knowledge in principal-agent relations stem from an
agent’s motivation to avoid his principal’s ability to compare the result of the decision
taken with its forgone alternative? This study aimed at examining an alternative
explanation to the risk averse behavior found in accountable agents, from the literature on
regret. It investigated whether such a motivation might bring agents to anticipate regret on
the part of their principals, and thus to act strategically in order to limit the possibility of
such a comparison by opting for the safe option. To answer this question, we made use of
the laboratory experiment from study 1, only aside from manipulating outcome knowledge,
we manipulated also the availability of information regarding the foregone outcome in
order to examine whether the increased risk aversion effect observed in the previous two
studies holds even when outcome knowledge includes foregone payoffs. Results of this
experiment continued previous findings and demonstrated that outcome knowledge-based



principal-agent relations increase risk aversion, even when forgone outcome information
is available.

The fourth chapter, or study 4, asks: do principal-agent relations which are based
on outcome knowledge behave differently under positive and negative incentives?
Throughout the first three studies, we equipped the principal with a sanction measure as a
means to hold his agent accountable. In this study we changed the principals’ sanction
measure to a reward measure in order to examine whether agents assign more weight to
the outcome (positive or negative), according to the type of incentive held by the principal
(reward or punishment). The experiment we used to answer the research question asked
here was based on the original one of study 1, only as mentioned above, altered the
principals’ measure to a positive one. The results of this experiment showed that the
increased risk aversion of agents in the OK condition observed under negative incentives,
IS not apparent under positive incentives.

In the fifth and last chapter of this dissertation we wished to examine the underlying
mechanism of our main findings, and asks: what is the psychological mechanism
underlying the behavior of agents who expect to be judged based on the availability
of outcome knowledge? The aim of this study was to examine whether when considering
risky choices under uncertainty within outcome knowledge-based principal-agent relations
(OK-based PA relations), decision makers are more affected by their assessment of the
probability of a negative than of a positive outcome. To answer the research question asked
here, we made use of questionnaires which hypothetically detailed the investment game of
Study 1 and which included also questions aimed at capturing participants' subjective
probability of losing/winning under outcome-based principal-agent relations. The results
revealed that the role of subjective perceptions of losing in the choice between a safe and
a risky option is greater under outcome knowledge-based principal-agent relations, than
when no outcome knowledge is expected.

The findings gained from all of the studies presented here, carry important
implications for many social and political settings and are of particular relevance to
individuals who face the need to take decisions under uncertainty in their professional life.
The general discussion of this dissertation analyzes in depth these implications and also
offers way to mitigate the foresighted outcome effect. In addition, | believe that this
dissertation offers an empirical and theoretical contribution both to the study of agency
theory and to the study of outcome bias.
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Introduction

Consider a surgeon who encounters, during an operation, an unexpected dilemma that
requires an immediate choice between two surgical alternatives: one with a relatively low
mortality rate but with a high probability of serious chronic side effects, and the other with
a higher mortality rate but, on the other hand, complete recovery if the patient survives the
operation. When is the surgeon more likely to choose the riskier option: knowing that the
decision will be judged immediately, before it is implemented, or knowing that the decision

will be judged after the results of the operation are revealed?

This scenario epitomizes a more general problem that is relevant to many practical
decisions that influence large publics across a variety of domains, such as public health,
financial markets, legal and judicial practice, military operations, etc. At issue are choices
taken under uncertainty within principal-agent relations. While the decision itself is made
under uncertainty, it is nearly always judged in retrospect — when the outcomes are already
known. Research on outcome bias demonstrates that knowing the outcome leads one to
take it into account in a way that is irrelevant to the true quality of the decision (Baron and
Hershey, 1988; Clarkson, Emby and Watt, 2002). However, some important implications
of such ubiquitous situations have yet to be examined, for example: (a) whether the
decision maker is aware that a retrospective judgment of her decision by others could be
subject to outcome bias, or (b) how such awareness may ex-ante affect the decision. In this
dissertation | will focus on the situation described above, or as we refer to it throughout
this research —outcome knowledge-based principal-agent relations (henceforth OK-based
PA relations). My intention is to provide a comprehensive understanding of this social
situation by examining it from five different angles, depicted in five studies (N=413), as

will be detailed shortly.

The central research question | ask in this dissertation is as follows: Does the
expected availability of outcome knowledge in principal-agent relations affect ex-ante
behavior, and if so — in what way? After laying the theoretical background to understanding
this situation, the first chapter of this dissertation (study 1) aims to provide an initial answer

to this question. This question draws on the literature regarding both agency theory and



outcome bias, and offers to potentially extend their scope. Indeed, while the generic
situation addressed in this study is within the theoretical context of principal-agent
relations, the studies arranged around this structure haven't addressed so far the potential
consequences of the expected availability of outcome knowledge on ex-ante behavior of
agents. As for outcome bias, the research hitherto, as will be detailed further on, has only
addressed the implications of outcome knowledge for retrospective judgments passed by
individuals who possess such information. The current study explores principal-agent
relations while focusing not on retrospective judgment, but on the effect of knowing that

one's decision will be judged while its outcome is known, on an agent’s ex-ante behavior.

In order to answer the main research question presented above and the additional
questions derived from it, as will be detailed shortly, we make use of laboratory
experimental methodology. The use of lab experiments to investigate the research
questions mentioned above was done due to the many advantages they possess: lab
experiments offer an opportunity to include the independent variable of theoretical interest
while excluding irrelevant or confounding variables (Webster and Sell, 2014); they allow
to derive causal inferences and enable to break down and investigate complex processes
into smaller tractable units (Grossman, 2011); they offer possibilities to control decision
environments in ways that are hard to duplicate with the use of naturally occurring settings:
the experimenter knows and controls the material payoffs, the order in which the different
parties can act, the information parties possess when they make choices and whether the
game is repeated or one shot (Falk and Heckman, 2009). Lab experiments also provide
opportunities for other investigators to replicate the results obtained in different settings,
in a way that may allow for future comparisons (Webster and Sell, 2014).

The experiment we employ in this first study is based on an investment game in which
subjects are required to make financial decisions involving a choice between a sure and a
risky option (N=81). The experimental conditions manipulate two types of principal-agent
relations: with and without outcome knowledge, and the dependent variable is defined as
the propensity for risk taking, measured as the percentage of participants who chose the
risky option in each condition. We test a simple hypothesis that outcome knowledge-based
principal-agent relations reduce risk taking behavior of agents.



The results of this experiment provide initial support to our hypothesis that the availability
of outcome knowledge in principal-agent relations increases ex-ante risk aversion of
accountable agents. This risk-averse behavior which is observed in accountable agents is
explained by the participants’ belief that outcome knowledge might give rise to a judgment

different to one likely to be passed in the absence of such information.

The second chapter of this dissertation (study 2) aims at answering the same
research question described above, only with experts. Specifically, we ask: do experts who
take part in principal-agent relations adjust their ex-ante behavior when they expect to be
judged after the consequences of their decisions are known? This study wishes to address
two aims: to examine whether the findings obtained from study 1 hold also with experts;
and to take a further methodological leap to examine this research question via a ‘lab in the
field’. Because laboratory experiments have artificial features, they may not reflect real
settings and may not be representative of a particular empirical population (Webster and
Sell, 2014). In order to cope with this caveat, we conduct a ‘lab in the field” experiment
with basketball coaches from the “Hapoel Jerusalem Basketball Youth Club” (N=44),
using scenarios from their everyday professional lives. The results of this experiment reveal
findings consistent with those obtained in study 1: the expected availability of outcome
knowledge in principal agent relations affects the ex-ante behavior of experts by increasing

their risk aversion in professional decisions.

Following the first two chapters, the third chapter (study 3) examines an alternative
explanation for the findings obtained from the first two studies, stemming from the
literature on regret and anticipated regret, and asks the following: does the risk-avoidance
that results from expected availability of outcome knowledge in principal-agent relations
stems from an agent’s motivation to avoid his principal’s ability to compare the result of
the decision taken with its forgone alternative? This study aims to investigate whether such
a motivation might bring agents to anticipate regret on the part of their principals, and thus
to act strategically in order to limit the possibility of such a comparison by opting for the

safe option.

To answer this question, we make use of the original laboratory experiment from study 1,

only tailoring it to fit the hypothesis of this study (N=111). More specifically, the



experimental conditions of this experiment manipulate outcome knowledge and the
availability of information regarding the foregone outcome in order to examine whether
the increased risk aversion effect observed in the previous two studies holds even when
outcome knowledge includes foregone payoffs (i.e. when the outcome of the risky option
is exposed to the principal, even if the agent chooses the safe option), thus eliminating any
motivation to opt for the safe option for the purpose of limiting forgone outcome

information.

The results of this study added more support to our previous findings and reveal that
outcome knowledge-based principal-agent relations increase risk aversion, even when
forgone outcome information is available. Thus, these findings enable us to reject the
possibility that regret avoidance accounts for the results and not anticipated outcome
knowledge.

The three studies | mentioned until now had the principal equipped with a sanction
measure as a means to exercise his/her authority over the agent. The fourth chapter of this
dissertation (study 4) alters the principal’s measure into a positive one (reward) in order to
ask the following question: do principal-agent relations which are based on outcome
knowledge behave differently under positive and negative incentives? (N=83). The
rationale underlying this question lay in the assumption that agents may assign more weight
to the outcome (positive or negative), according to the type of incentive held by the
principal (reward or punishment). In other words, whether a reward might bring an agent
to assign more weight to the positive potential outcome and a sanction might bring an agent
to assign more weight to the negative potential outcome.

The experiment used to answer this question was based on the original investment game,
used in study 1, only alternating the principals’ measure from a negative to a positive one.
The results of this experiment did not provide support to either of these hypotheses.

The fifth and last chapter of this dissertation (study 5) wishes to explore the
underlying mechanism of our main findings, and asks: What is the psychological
mechanism underlying the behavior of agents who expect to be judged based on the
availability of outcome knowledge? (N=94). In this study, we examine whether when

considering risky choices under uncertainty within OK-based principal-agent relations,



decision makers are more affected by their assessment of the probability of a negative than

of a positive outcome.

Contrary to the experimental methodology used in studies 1-4, this study is based on
questionnaires detailing the hypothetical scenario of the investment game used in study 1,
followed by questions. These questions aim at capturing participants' subjective probability
of losing/winning under outcome-based principal-agent relations. The results of this study
reveal that the role of subjective perceptions of losing in the choice between a safe and a
risky option is greater under outcome knowledge-based principal-agent relations, than

when no outcome knowledge is expected.

In what follows, | will provide a theoretical background relevant for understanding
the effect of foresighted outcome knowledge within principal-agent relations. This
theoretical background will include a literature coverage of the following: principal-agent
relations, outcome bias and hindsight bias as well as the relation between the two, blame
avoidance and anticipatory blame avoidance. More literature coverage will be provided
throughout the dissertation, in the relevant places. This will include a comparison of
decisions made in the laboratory and decisions made in natural environments in order to
examine the generalizability of the decisions made in the lab, experts’ decision making,
regret and anticipatory regret, and incentives — punishments and rewards and their

influence on behavior.
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Theoretical Background

Principal — Agent Relations

Principal-agent theory, otherwise known as agency theory, revolves around the "agency
problem"” — a general characteristic of social, economic and political life (Boston, Martin,
Pallot and Walsh, 1996) which arises whenever one party (the principal) delegates
authority to another party (the agent) and the welfare of the first is affected by the choices
of the second (Arrow, 1985; Eisenhardt, 1989; Scott, 1998). In this principal-agent
relationship, an agent usually has an informational advantage over the principal but the
latter has the formal authority to impose incentives on the agent. Principal-agent theory
focuses, amongst others, on the leverage that these incentives give the informationally

disadvantaged principal (Miller, 2005).

The theory rests on a few assumptions at the individual and organizational levels.
Respectively, individuals are assumed to be self-interested, rationally bounded and risk
averse and organizations are assumed to include partial goal conflict among participants,
to pursue efficiency as the effectiveness criterion and to be based on a model of information
asymmetry between principals and agents (Eisenhardt, 1989). In short, the domain of
agency theory comprises relationships that mirror the basic agency structure of a principal
and an agent who are engaged in cooperative behavior but have different goals and
differing attitudes towards risk. Such differences in risk preferences may also yield

differences in preferred courses of action (Eishenhardt, 1989).

This principal-agent relationship is usually articulated in a form of a contract in
which, as noted earlier, agents carry out certain undertakings on behalf of principals
(Vanhuysse and Sulitzeanu-Kenan, 2009). Determining the optimal contract, whether it
should be behavior-oriented or outcome oriented, lies at the center of the principal-agent
literature (Eisenhardt, 1989). Such a decision is usually based upon the question which is
most efficient under varying levels of outcome uncertainty, risk aversion and information
—as a few examples. Due to these open questions and the differences attributed to the two

sides of the principal-agent relationship, the principal may want to minimize agency costs
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— the losses imposed on the principal by an inability to align the agent’s self-interest with
that of the principal, by manipulating the agent’s incentives (Miller, 2005). However,
having said that, as Miller and Whitford (2007) have pointed out, most organizations, and
in particular public agencies, rely very little on pure incentive contract and instead use
coercive mechanisms of monitoring and sanctioning. A potential explanation for this
behavior is offered by Harris and Raviv (1979) as well as by Holmstrom (1979) and
concerns the combination between risk aversion and information asymmetry. According to
them, the combination between risk aversion of agents and information asymmetry
between the two sides, makes it impossible to replace monitoring of agent behavior with
an equally efficient system of incentives based on easily observed outcomes. In this sort of
situation, the outcome-based incentives needed to guarantee efficient actions from the
agent necessarily undermine the efficiency of risk sharing (Harris and Raviv, 1979;
Holmstrom, 1979).

The principal-agent theory has been used by scholars in various domains (such as
accounting, economics, political science, organizational behavior and others) and settings
ranging from macrolevel issues to microlevel dyad phenomena (Eisenhardt, 1989).
Standing out from these diverse uses are the different interpretations of the theory,
according to the discipline at stake. For example, the simple principal agent structure theory
includes easily measured outcomes and an agent who is more risk averse than the principal
(which is usually characterized as risk neutral). However, unlike this classical economic
home of the principal-agent structure, Shapiro (2005) points to the wide context in which
such principal agent relationships exist. He points to the fact that these relationships aren't
static but rather evolve over time as they are influenced by various external factors such as
other agency relationships, competitors, interest groups, legal groups and so forth. Such
circumstances offer principals and agents occasions to gather information about one
another. In this sense, agents learn more about the preferences of the principals they serve.
The two sides develop reputations and the relationships become embedded as parties
develop histories and personal relationships and become entangled in social networks
(Granovetter, 1985).
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Continuing this line of thought, it is interesting to note that within the positivist
stream of principal-agent theorists who aim at identifying the governance mechanisms that
may solve the agency problem, it is proposed (amongst others) that outcome-based
contracts may be effective in curbing agent opportunism (Eisenhardt, 1989). The logic
standing behind this proposition is that such contracts may bring agents to engage in
speculating their principals’ preferences concerning a given situation and to adjust their
preferences accordingly. Because the rewards for both depend on the same actions, the
conflict of interest between the principal and the agent is reduced (Eisenhardt, 1989).
However, it is interesting to note that despite the literature on outcomes and their
measurement in the relationship dynamic, no consideration has been given until now
regarding the agent's anticipation of being judged in retrospect, after the outcomes of his

decisions are known.

In this sense, a decision maker who wishes to please her audience but lacks real
knowledge of its preferences might rely on naive beliefs in this regard. Research examining
subjective perceptions of others' preferences reveals consistent discrepancies between
actual preferences and people's beliefs concerning them. In respect of risk taking, it has
been shown that people tend to perceive others as more risk seeking than themselves (Hsee
and Weber, 1997; Kogut and Beyth-Marom, 2008). These findings have been demonstrated
on abstract generalized others only (for example — “other students”). When dealing with
more concrete particular others, such as “the person sitting closest”, people have predicted
more accurate risk preferences. The reason for this difference, as suggested by Lowenstein
et al (2001) lies in the fact that when predicting generalized others’ preferences, we
underestimate the role of affect in the decision-making process (Loewenstein, Weber,
Hsee, and Welch, 2001). Conversely, when making decisions for concrete real others,
“sitting close by”, people have a greater tendency to empathize and to reflect their own
feelings towards risk, on them as well. It should be noted that these findings were obtained
from experiments using a lottery choice in which luck determined the outcome, and not
one’s abilities (Hsee and Weber, 1997).

As for the decision-making stage, there seems to be mixed evidence regarding the
manner in which people actually make decisions for others, as opposed to the self alone.
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Earlier studies have shown that decisions tend to be less risky when made on behalf of
others (McCauley, Kogan and Teger, 1971; Teger and Kogan, 1975), while more recent
studies have demonstrated the opposite — that decisions tend to be more risky when made
on behalf of others (Beisswanger, Stone, Hupp and Allgaier, 2003; Stone, Yates and
Caruthers, 2002; Wray and Stone, 2005). However, taking risks may be costly, so in cases
where a decision is expected to be judged retrospectively, people may attempt to avoid the

cost by choosing a safer option.

To sum up this section, principal-agent relations refer to situations in which one
party delegates authority to the other, and the welfare of the first is affected by the choices
of the latter. As the principal-agent literature has shown, these relationships are usually
framed in a form of a contract, some emphasizing an agents’ behavior and some placing
more emphasis on the outcome of the agent’s choices. However, when discussing
outcomes, no literature hitherto has raised the possibility that such reliance on outcome
judgment within principal-agent relations, may be prone to outcome bias — a robust
psychological phenomenon, to which I turn next.

On outcome bias, hindsight bias and the relation between the two

Outcome Bias

A central element of the principal-agent relation structure is the reliance on retrospective
evaluation of one's performance. Yet, while the choices involved are often made under risk
or uncertainty regarding their outcome, retrospective evaluations typically include the
availability of outcome knowledge. To the extent that ex-post evaluations of decisions are
carried out after the consequences of the latter are known, they are subject to a tendency to
take outcome knowledge into account in a way that is irrelevant to the true quality of the
decision — a robust psychological phenomenon known as outcome bias (Baron and
Hershey, 1988; Clarkson, Emby and Watt, 2002). Research on outcome bias typically
describes a decision made under risk, which is followed by either a negative or a positive
outcome. Respondents are then asked to evaluate the quality of the decision, or the decision
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maker's abilities and characteristics (Pezzo, 2011). For example, Baron and Hershey (1988)
conducted five experiments on the evaluation of medical and monetary decisions. They
found that outcome information consistently influenced evaluations of decision quality, the
competence of the decision maker and the willingness to let the decision makers make
decisions on their behalf. Respondents' evaluations were more positive when the outcome
was favorable than when it wasn't, despite their expressed opinion that one should not
consider the outcome when making such an evaluation (Baron and Hershey, 1988;
Henriksen and Kaplan, 2003). Aside from the medical and monetary domains, the outcome
effect has been demonstrated in many other fields, adding strong evidence for its
robustness. Here are a few examples: military investigations and legal responsibility
(Broude and Levy, 2020); audit quality (Peecher and Piercey, 2010), evaluation of sales
person decision making (Marshall and Mowen, 1993), attributions for harmful events
(Mazzocco, Alicke and Davis, 2004), ethical judgments (Gino, Moore and Bazerman,
2008) and medical negligence (Hugh and Dekker, 2009).

These studies have exemplified, each one in its own domain that an outcome bias
occurs when an evaluator allows the outcome of the decision to influence the ratings of
both the decision made and the decision maker, instead of relying solely on the
appropriateness of the decision itself (given its full context). The outcome effect may be
seen as a source of irrationality in social judgments (Mazzocco et al, 2004) and may lead
to some very important implications, amongst these: a tendency to confuse evaluations of
decisions with the evaluations of the consequences themselves (Baron and Hershey, 1988);
a tendency to blame others too harshly for reasonable decisions that resulted in bad
outcomes, due to luck or other environmental factors (Gino, Moore and Bazerman, 2008);

a development of suboptimal decision making (Gino et al., 2012; Moore, 2006) and more.

Some scholars have attempted to examine the conditions under which outcomes
cause bias judgments. In this regard, it seems as if a major determinant of the outcome
effect derives from motivated reasoning: Agrawal and Maheswaran (2005) demonstrated
how the processes underlying outcome bias effects varied, amongst others, according to
the motivational goal, and compared among accuracy goals, defense goals and impression

goals. Their findings demonstrated the robustness of outcome bias for impression goals
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across multiple contexts: impression motivated individuals tended to agree more with the
outcome, when they perceived it to be a ‘shared reality’ with the expectations of others and
biased the subsequent systematic processing resulting in outcome-based judgments
(Agrawal and Maheswaran, 2005).

Experimental attempts to de-bias or at least mitigate the effect of outcome
knowledge have shown that merely instructing or warning the evaluator about the potential
biasing effect of outcome information was not effective (Petty and Wegener, 1997; Wilson
and Brekke, 1994; Clarkson, Emby and Watt, 2002). In addition, it is interesting to note a
recent study conducted by Brownback and Kuhn (2019) which has demonstrated the
importance of detaching between effort and luck when evaluating outcomes. They have
shown that even in conditions of transparent environments where the effort carried out by
the agent was perfectly observable, the principals’ judgements were still biased by the
effect of luck. This finding, as suggested by the authors, projects on the power of incentives
to stimulate effort. This study also investigated two other potential solutions in order to
cope with the outcome bias: information control and outsourcing judgment to independent
third parties. However, both of these potential solutions were found ineffective: when
principals are given the opportunity to avoid information about luck, they fail to do so; and
when agents are given control of information, they strategically reveal information about
luck before the principal has made his choice regarding possible punishment. In other
words, agents predict principals to exhibit outcome bias and therefore manipulate the
information they possess in order to minimize punishments. As mentioned earlier, the
second potential solution offered — to outsource judgment to independent third parties, has
also been shown to be ineffective since the latter demonstrate outcome bias as well,

regardless of their “neutral” position being uninvolved (Brownback and Kuhn, 2019).

Contrary to the ineffective debiasing techniques, some studies have demonstrated
valuable effective findings. For example, instructions that stressed either the cognitive non-
normativeness of the outcome effect or the seriousness and gravity of the evaluation
ameliorated the bias significantly (Clarkson, Emby and Watt, 2002). Also, it appears that
making intentions underlying the decision-making process more salient is an effective

method of mitigating the outcome bias, particularly in joint-evaluation contexts (Sezer et
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al, 2016). Information about intentions was more influential when participants evaluated
one option at a time as compared to when evaluating multiple decisions simultaneously.
Complementing this finding is an opposite one which has shown how a joint evaluation
exacerbates outcome bias due to the fact that evaluators are less attentive to their partners’
intentions. Together with other research, we learn that not only do individuals tend to
neglect information about procedures and decision quality when equipped with outcome
knowledge (Mazzocco et al, 2004; Robbennolt, 2000), but they also neglect information
about intentions, particularly when making joint comparisons (Sezer et al, 2016).

Hindsight Bias

A concept very close to outcome bias is hindsight bias. This bias refers to one's tendency
to retrospectively overestimate the probability of a particular outcome after learning that it
did indeed happened. Moreover, it has been found that people are not aware of this effect
when passing a judgment, not even when they are prompted to consider it (Fischhoff, 1975;
Fischhoff and Beyth, 1975, Slovic and Fischhoff, 1977; Hawkins and Hastie, 1990; Blank
et al., 2007).

This finding has been confirmed by numerous studies. Some of these identified
factors that moderate the hindsight-bias effect; however, only in rare cases could it be
eliminated altogether or even substantially reduced (Arkes et al. 1988; Hawkins and Hastie,
1990; Hoch and Loewenstein, 1989; Pohl and Hell, 1996; Wasserman et al. 1991).1 The
mechanism suggested to underlie this phenomenon is that the assimilation of the outcome
information increases a perceived correspondence between that outcome and a sub-set of
events which preceded it — referred to by the term “creeping determinism” (Fischhoff,
1975). This mechanism makes it difficult to imagine how things could have transpired
differently. Slovic and Fischhoff (1977) found empirical support for the idea that hindsight

is conducive to the conception of a particular outcome as the only possible one, whereas

1 More recent studies have observed this bias in visual perception as well (Bernstein et al. 2004, Birch et al.
2007).
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foresight knowledge leads one to consider many possible outcomes (Hawkins and Hastie,
1990).

An interesting discussion regarding the problematic influence of hindsight bias on
the evaluation of decisions is manifested in a written dialogue between psychologists Prof.
Ruth Beith-Marom & Dr. Dan Zakai and lawprofessor, Yisrael Liblich, regarding the value
of commissions of inquiry, given their appointment after the consequences of a certain
matter are known. The discussion took place on the pages of Ha-Praklit journal after the
Kahan Commission of Inquiry convened to investigate the events in the Beirut refugee
camp (1983). After learning about hindsight bias, Prof” Liblich wrote an article by the name
of “Commission of Inquiry from the psychological view, or the inadequacy of retrospect.”
He comes to the severe conclusion that there is no psychological justification for the
existence of commissions of inquiry, the reason being their inability to ignore updated
information and to stay objective in their retrospective evaluation of the decisions, and the
considerations that underlay them, as they were understood in a state of uncertainty. In
their answer, Prof” Beit-Marom and Dr Dan Zakai claim that Prof” Liblich has exaggerated
the conclusions he derived from the findings on hindsight bias and express their opinion
that commissions of inquiry hold considerable potential for important lessons to be learned.
They assert that commissions of inquiry should concentrate on the decision-making
procedures, as opposed to the decision-making outcomes, while comparing these standards
to a normative standard. In this regard, they point to several questions the commission
should ask: has the problem been well defined? Have there been a few operating
alternatives? Has the benefit of each one been considered? Have the probabilities for each
one been calculated? Has the decision maker made good use of all the information he
possessed at the time? and so forth. In their answer, Prof. Beit-Marom and Dr Zakai argue
that such questions may lead to a practical and professional examination of the matter at
stake, contributing to the evaluation process of the quality of the decisions made, while
staying free of the influence of hindsight bias.

Returning to the two constructs — outcome bias and hindsight bias, it therefore
appears that they are similar phenomena — both in their implications and in the cognitive
mechanism that explains them. It emerges from the literature that the key difference
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between the two lies in the object whose evaluation is affected by the exposure to the
outcome knowledge. Outcome bias centers on the evaluation of the ex-ante decision and
the individuals who took it, while hindsight bias pertains to the retrospective likelihood of
the outcome (see also: Pezzo, 2011). Beyond this distinction in the object of evaluation,
there appears to be mixed evidence regarding the mediation relationship between hindsight
bias and outcome bias. It has been demonstrated that outcomes influence evaluations of
responsibility directly, as well as through biased retrospective likelihood assessments
(Baron and Hershey, 1988; Carli, 1999). Thus, outcome bias appears to be exacerbated by
hindsight bias, but may also occur independently from it (Brown and Solomon, 1987;
LaBine and LaBine, 1996; Mitchell and Kalb, 1981; Carli, 1999; Clarkson, Emby and
Watt, 2002; Caplan, Posner and Cheney, 1991; Baron and Hershey, 1988).

It is interesting to mention, that because of the great similarity between these two
concepts, some prominent scholars, Daniel Kahneman for example, use them

interchangeably:

“Hindsight is especially unkind to decision makers who act as agents for others —
physicians, financial advisers, third-base coachers, CEOs, social workers, diplomats,
politicians. We are prone to blame decision makers for good decisions that worked out
badly and to give them too little credit for successful moves that appear obvious only after
the fact. There is a clear outcome bias. When the outcomes are bad, the clients often blame
their agents for not seeing the handwriting on the wall — forgetting that it was written in
invisible ink that became legible only afterwards. Actions that seemed prudent in foresight

can look irresponsibly in hindsight.

(Prof’ Daniel Kahneman, “Thinking Fast and Slow™)
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Anticipatory Blame Avoidance

As mentioned at the beginning of this introduction, this research centers around choices
which are made under uncertainty within principal-agent relations, but which are expected
to be judged in retrospect, when the outcomes of these choices are already known. This
situation is prevalent in many domains, amongst them also the political arena, in which
decision-making serves as a major component of the work of elected officials. Literature
in the social sciences has shown that people allocate greater weight to negative outcomes
than to positive ones, a phenomenon which has been given different names including loss
aversion and negativity bias (Kahneman and Tversky, 1979; Thaler, 1980; Soroka, 2014).
This theory has been demonstrated in the field of political science through the
understanding that the policy of elected officials is motivated by blame avoidance more
than it is by good policy or credit claiming (Hood, 2010; Weaver, 1986). Politicians are
thought to anticipate the dissatisfaction among voters and to therefore produce
proportionately higher levels of activity and changes in comparison to corresponding levels
of satisfaction (Hood, 2011).

Sulitzeanu-Kenan and Hood (2005) have suggested a moderation model of blame
attribution which is based upon the resulting interaction between two elements: a perceived
negative experience or perceived loss and an attribution of the responsibility for this
experience to a particular agent or agency. Thus, blaming isn’t independently determined
by the extent of the perceived loss but rather by the interaction of perceived loss, the degree
to which the event may be directly attributed to an agent and the salience of the issue at
stake (Sulitzeanu-Kenan and Hood, 2005).

Continuing the literature on blame avoidance, an important classification of this
concept has differentiated between relevant periods of time: reactive and anticipatory
(Sulitzeanu-Kenan and Hood, 2005; Sulitzeanu-Kenan, 2006, 2020). Reactive blame
avoidance manifests after a problem has moved onto the public agenda and related blame
has to be dealt with; anticipatory blame avoidance aims at keeping problems and pitfalls
off the agenda. It is based on the identification of potentially blameworthy events in one’s

responsibility sphere and the careful allocation of resources to modify agency and policy
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dimensions (Hinterleitner and Sager, 2017). In the words of this dissertation, the political
act associated with anticipatory blame avoidance may be seen as a possible consequence
of the foresighted outcome effect. Decision makers who need to make decisions on risky
policy issues and know in advance that they will be judged based on the outcomes of these

decisions, might act to avoid blame and opt for risk-averse decision-making strategies.

Going into greater detail, anticipatory blame avoidance can be triggered by certain
circumstances that point to the blameworthiness of an event (Arnold, 1990; McGraw,
1991). For example —when an issue is at the focus of public attention and media coverage,
when policies force responsible officeholders to take unpopular decisions, or when
officeholders are appointed by their superiors to deal with difficult policy problems. Such
circumstances may bring officeholders to rapidly realize that they have to work under risky
conditions and that damage might be significant if something goes wrong (Hinterleitner
and Sager, 2017).

Hood identifies three main ways that politicians exercise blame denial or blame
minimization: by presentational strategies or the use of justifications and excuses, by policy
strategies which aim at adjusting the content of policies, and by agency strategies or the
choice of institutional arrangements expected to allocate differently formal responsibility
(Hood, 2002). Continuing this line of thought, examples of policies which can affect future
blame include for example, altering regulatory arrangements to make them less effective,
undermining interest groups by reducing their funding and preventing research into
problems (Howlett, 2000, 2017).

According to Leong and Howlett (2017), reactive avoidance of blame, is more
problematic than anticipatory blame avoidance and is much more difficult to execute. The
reason lies in the fact that ex-post blame is less dependent on the actual content of policy

decisions, and more on external factors or other contingency strategies.

Summing this section on blame avoidance, we suggest to see the anticipatory blame
avoidance strategy as a possible consequence of the foresighted outcome effect. The fear
of being judged in retrospect based on the outcomes of risky decisions, may bring

politicians to act in advance in a defensive manner for the purpose of minimizing blame.
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In the next section, | will describe in detail each one of the five studies which were
conducted for the purpose of understanding the foresighted outcome effect. Every study is
built around the same order: first, the aim of the study is presented; second, there is a
detailed description of the participants and research design; third, the results are presented;
and last, there is a discussion of the findings relevant for each individual study. After
presenting the five studies, a wide-ranging discussion will be presented regarding the
findings from all the studies, as well as a discussion about the importance and implications
of these findings. To conclude, possible limitations in this research will be pointed out as

well as directions for future research.
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Study 1: Does the expected availability of outcome knowledge in
principal-agent relations affect ex-ante behavior, and if so —in
what way?

Being the first of the studies in this research, this study had two main roles: a theoretical
role and a methodological one. The theoretical role was to provide an initial answer to the
main research question stated above: Does the expected availability of outcome knowledge
(OK) in principal-agent relations affect ex-ante behavior, and if so — in what way? We
tested a simple hypothesis that OK based principal-agent relations reduce risk taking
behavior of agents. As noted earlier, principal-agent relations evolve over time, offering
the two sides various occasions to gather data about one another, including for example
knowledge of the preferences their principals hold (Shapiro, 2005). This finding, together
with the assumption that OK-based PA relations are likely to involve outcome bias, leads
us to expect agents to “mirror” their respective principals’ anticipated biases. More
specifically, since the agent in such an arrangement performs a task on behalf of his
principal, and is therefore expected to provide adequate results, the principal can enforce
the contract between the two sides either by rewarding compliance or by punishing
breaches (Noreen, 1988). Thus, when the agent knows that the principal's choice whether
or not to sanction her, will not be based on outcome knowledge, the agent's decision will
be guided by her own risk preference and the risk preference she attributes to the principal.
Conversely, when the agent knows that her evaluation will be conducted in the presence of
outcome information, she may expect the principal's tendency to impose the sanction to be
primarily outcome-based, as outcome bias suggests. In this latter case, the agent is expected
to “mirror” her principal's anticipated outcome bias and become more concerned with
minimizing the likelihood of the worst outcome — as suggested by the maximin principle
(Kameda et al. 2016).

The methodological goal was to identify a setting in which principal-agent relations are
not expected to involve outcome knowledge, in order to allow for a comparison between
proportions of risk taking under OK based principal agent relations and under NO-OK

based principal agent relations.

23



Research design

This study was based on an investment game in which subjects were required to make
financial decisions involving a choice between a sure and a risky option. The financial
outcome of the game directly affected the subjects’ and their respective partners' real
monetary reward (the same monetary units were used in the game and in the real reward).
Three experimental conditions were used: two involved the two types of principal-agent
relations — with and without outcome knowledge — while the third was control. The
dependent variable was the propensity for risk taking, measured as the percentage of

participants who chose the risky option in each condition.?

Participants

Eighty-one undergraduate students from diverse academic disciplines in social sciences,
humanities and law participated in the study, of them 41 females and 40 males, with an
average age of 25.8 years. These students had voluntarily signed up for the experiment,
advertised on billboard notices. Participants were randomly assigned to one of three
experimental conditions: (1) Control group (N=20); (2) No-OK + sanction option (N=31);
(3) OK + sanction option (N=30). All subjects were told that they were to participate in an
investment game with two players — an investor and a partner. Subjects drew a slip of paper
indicating their role in the game, thus working under the impression that the roles were
assigned randomly.? In actuality, all the notes were inscribed “investor,” and the subjects
were told that their respective partners were in an adjoining room.* Each participant
received NIS 50 (about US $14.5), and was told that this endowment was now jointly
owned by herself and her "partner.” Next, participants were informed of the conditions of
the game, which varied depending on the experimental condition to which they were
assigned. As an "investor,” each participant was then asked to choose between two

2 This experiment as well as the others described in this dissertation were reviewed and approved by the
Ethics Committee of the Faculty of Social Sciences of the Hebrew University of Jerusalem.

3 The purpose of this stage was to simulate the existence of a partner, and impress upon the subjects that
they had an equal chance of being assigned either role.

4 The actual setting did not include a real "partner,” as the study is concerned with the investor’s behaviour
alone. The sanction option was presented to the subjects as their "partner's” decision, but in fact was
randomly determined. The experiments were approved by the Ethical Review Board at the University.

24



alternatives: either to invest the NIS 50 with a 50% chance of receiving NIS 80 (US $23.2)
and a 50% chance of receiving NIS 20 (US $5.8), or not to invest the money at all®. Subjects
were told that, irrespective of the outcome, the payoff would ultimately be divided equally
between the investor and her partner, thus making the investor's decisions relevant for both.

These explanations were identical for all three experimental conditions.

The independent variable — availability of outcome knowledge — was manipulated
using three experimental conditions. In the control condition the investor acted on behalf
of herself and her putative partner, and the partner had no power to sanction the investor in
any way. In the PA relations without outcome knowledge condition (no-OK) the putative
partner had the option to sanction® the investor after learning about her decision, but
crucially, before learning the outcome of her decision.” This condition enabled us to
distinguish between a principal-agent relationship which is based on the decision alone and
a principal-agent relationship which is based on the decision and its outcome. The PA
relationship with outcome knowledge condition (OK) is identical to the no-OK condition,
but the putative partner had the option to sanction the investor after learning the outcome
of her choice. The structure of each experimental condition was explained orally and
graphically to each participant before starting the investment game. These experimental
conditions are graphically demonstrated in figure 1, and a detailed description of this
structure may be seen in Appendix A. Our main interest was the difference between the

proportions of risk taking under the OK condition compared with no-OK condition.

5 In order to clearly estimate the effect of anticipated outcome bias we follow the example of Baron and
Hershey's (1988) and provide our respondents with explicit quantitative probabilities for the possible
outcomes. This method excludes the expected informative value of the outcome from the ex-ante
considerations of the decision makers.

6 The sanction was a fine of NIS 10 (about $2.3)

" In order to clarify that the partner has no incentive to sanction the investor other than for the purpose of
signalling her discontent at the decision (the game was played twice), the instructions explicitly stated that
the sanction meant a reduction in the share of the investor, but this reduction was not to be gained by the
partner. This game was played twice also in order to study the effect of learning. In practice, we used only
the decisions which were carried out in the first round — when respondents did not know their principal's
preferences.
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Figure 1
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Results

The proportion of risk taking for all subjects was 60.5% (n=81, SE=.055). To test our
hypothesis, we conducted a simple cross-tabulation of risk-taking proportion across the
three experimental conditions. Results of a chi-square analysis suggest a significant
difference across the three experimental conditions (= 6.13, p = .046): control — 75%;
no-OK — 67.7%; and OK — 43.3%. In order to estimate the effect of outcome knowledge
on risk taking more rigorously, we conducted a set of logistic regression analyses, which
are reported in Table 1. Model 1 presents a bare-bones specification, involving only two
dummy variables — control and OK — with no-OK serving as reference. Coefficients are
reported in odds-ratio values. The statistically insignificant coefficient of the control
variable (p = .579) suggests that merely introducing a sanction option did not result in a
significant reduction in risk-taking. However, the pivotal indicator is the coefficient for the
OK variable. This result suggests that introducing outcome knowledge to the principal-
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agent relationship reduces the odds of risk-taking by .364 (p = .058). Models 2 and 3 add
individual-level covariates to the analysis, namely, the subject’s gender, age, and major
degree.® Controlling for these personal characteristics improved the overall model fit. The
main finding — the reduction of ex-ante risk-taking due to anticipated outcome knowledge
(controlling for the effect of the sanction option in principal-agent relations) — was robust
and statistically significant. The findings of this study are graphically displayed in Figure
2. These results provide initial support for our hypothesis regarding OK-based principal-
agent relationship: The investor’s awareness that her partner would be able to sanction her
after learning the outcome of the transaction significantly decreased risk-taking (by 24.4

percentage points).

Table 1: Logistic regression with risk-taking as the dependent variable

Model 1 Model 2 Model 3
Treatment effects
Control 1.43 (.920) 1.46 (.953) 1.45 (.981)
OK-based accountability 364 (.194)° .266 (.153)* 294 (.175)*
Individual-level covariates
Gender (male) 1.32 (.651) .916 (.499)
Age 1.15 (.081)* 1.19 (.092)*
Psychology major .837 (.693)
Economics/business major 6.64 (5.88)*
Chi-squared 6.16* 11.46* 17.68**
Pseudo R-squared .057 105 163
N 81 81 81

Note: T p < 0.1, " p < 0.05, ™ p < 0.01. Standard errors are in parentheses.

8 Major degree was represented by two dummy variables: "psychology" and "economics/business," with
“other” as a reference category. The addition of these controls revealed a higher propensity for risk-taking
for older subjects as well as (unsurprisingly) for students majoring in economics or business.
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Figure 2

The effect of anticipated outcome knowledge on agents’ risk-taking

Control I Non-OK-based PA
I OK-based PA

Note: Raw proportions of risk-taking in each experimental condition. Error bars are £1 SE

Discussion

The results of Study 1 provide initial support for our hypothesis that the availability of
outcome knowledge in principal-agent relations increases ex-ante risk aversion of
accountable agents; we term this phenomenon the foresighted outcome effect. This
phenomenon builds upon previous findings from the literature on outcome bias which have
demonstrated that agents predict principals to exhibit outcome bias and therefore
manipulate the information they possess in order to minimize punishments. The foresighted
outcome effect takes a further step by suggesting that this prediction also affects agent’s

ex-ante choices.

As noted above, participants in the no-OK condition made their choices under the
assumption that they would be judged on merit alone, when the outcome knowledge was
not yet available. Their behavior was guided by the premise that their principal would
choose whether to sanction them based on the gap between their choice and the principal's

own preference. Since participants lacked a-priori knowledge regarding their respective
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principals' preferences, the resulting distribution reflects both the participants’ own
preferences (evident from the coefficients of some individual-level characteristics such as
age and major degree), and their speculation regarding their respective principals’
preferences. Participants under the OK condition, on the other hand, knew in advance that
they would be judged based on the results of their choices as well. The risk-averse behavior
that was evident in this condition can be explained by the participants’ belief that outcome
knowledge might give rise to a judgment different to one likely to be passed in the absence
of such information, as under the no-OK condition.

Nearly all principal-agent relations involve outcome knowledge, thus the ubiquity
of risk aversion under these settings should not come as a surprise. What is intriguing
however, is the similar levels of risk-seeking in the no-OK principal-agent relations
regardless of the option to sanction the decision maker, suggesting that it is uniquely the
interaction of availability of outcome knowledge along with a sanction option that accounts
for risk-aversion in principal-agents relations, rather than the establishment of principal-
agent relations per se. The statistically insignificant effect of introducing the sanction
option suggests that the role of sanctions in principal-agent relations may be overestimated
in the literature. It is only when introducing outcome knowledge as a potential factor in the
principal’s anticipated decision whether or not to sanction the agent that a substantive, and
statistically significant effect on the agent’s behavior is observed. Given that practically all
principal-agent relations involve outcome knowledge, this finding appears to be a potential

explanation for reduced risk-taking in principal-agent relations.
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Study 2: Do experts who take part in principal-agent relations
adjust their ex-ante behavior when they expect to be judged after
the consequences of their decisions are known?

This study seeks to extend the findings obtained in the first experiment and to examine
whether the foresighted outcome effect holds, in addition to laypersons, among experts as
well. Thus, the central question of this study is: Does the expected availability of outcome
knowledge in principal agent relations affect the ex-ante behavior of experts? In other
words, this study wishes to focus on the effect of knowing that one’s decision will be
judged while its outcome is known on an expert’s ex-ante behavior. Contrary to the
financial decisions participants needed to make in study 1, in this study participants made
professional decisions regarding the management of a sports challenge.

The examination of this research question also seeks to serve another purpose: to
check the generalizability of the findings obtained from the laboratory in a real-world
setting. The fact that the previous effect was observed in regard to students' decision
making may raise questions regarding its external validity, mainly since they aren’t real
decision makers, with expertise in the decision domain, and the results were obtained in a
laboratory setting. Generally, while conducting experiments with student samples has its
advantages, such as reducing noise and simplifying the option of replicating the experiment
(Gneezy and Imas, 2017), a question remains whether decisions made under such
circumstances make up for a good representation of the types of decisions carried out by
professionals in their every-day decision making settings (Gneezy and Imas, 2017). As
mentioned above, the issue of generalizability serves as the second purpose of this study.

This chapter is built as follows: first | will provide a literature coverage of studies
which have compared decisions made in the laboratory and decisions made in natural
settings; then | will provide a literature coverage of experts’ decision making. Following
these theoretical sections, | will detail the research design we implemented in order to
examine the research question of this study, closing with a results section and a discussion

of the main findings.
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Generalizability of laboratory experimental findings

A critical aspect of laboratory experiments is their generalizability, i.e., that insights gained
in the lab can be extrapolated to the world beyond (Levitt and List, 2007). In this regard,
some scholars in the social sciences claim that laboratory studies are high on internal
validity (Brewer, 2000; Shadish, Cook and Campbell, 2002) but low on external validity
(Anderson et al, 1999) or that the accuracy of experimental research is purchased at the
price of the generalizability of results (Wilson, Aronson and Carlsmith, 2010). Examples
of domains where this concern arises frequently include aggression (Anderson and
Bushman, 1997), leadership (Wolfe and Roberts, 1993) and management (Griffin and
Kacmar, 1991).

However, when considering such generalizability, an important question that arises
is what is actually supposed to generalize from the transfer between laboratory experiments
and real-world settings? Answers given to this question from different perspectives such
as organizational research or psychology point to the understanding of the process of
causality. This means that researchers are usually interested in the generalization of
theoretical relations among conceptually dependent and independent variables, not the
specific instantiations of them (Anderson, Lindsay and Bushman, 1999). As Schlenker and
Bonoma (1978) claim, “theories are the vehicles which allow generalization to the real
world. No one experiment and no series of data can be generalized directly to anything.

’

Only theoretical propositions can allow generalization.’

The literature which compares decisions made in the laboratory and decisions made
in natural environments in order to examine the first’s generalizability is plentiful.
Different studies have checked for such differences or similarities in various domains
including economics, morality and ethics, risky financial decisions, tax compliance,
industrial-organizational psychology and so forth. The different studies point to mixed
evidence regarding the ability to generalize from the laboratory to natural environments,
depending on various factors including for example the issue of domains. Following is a

literature overview of the relevant research, beginning with meta analyses which have
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compared effect sizes from the lab and from the field, and thereafter delving into more

specific examples which will shed light on the issue of generalizability.

Studies from the past two decades have compared effect sizes from laboratory and
field studies in different research areas. Anderson, Lindsay and Bushman (1999) examined
the comparability of findings from the lab and field across several domains and asked
whether the effects of the same conceptual independent variables on the same conceptual
dependent variables tended to be consistent in both settings. Results of this research, which
was based upon a dataset representing 38 pairs of lab and field effects compiled in 21 meta-
analyses, revealed considerable consistency between laboratory and field effects (r=.73).
This strong result is attributed, at least partially, to the fact that the authors of this research
investigated only research domains that have had sufficient research attention to allow for
meta-analyses. In other words, these studies have usually been successful research domains
in which the underlying theories and methods have been accurately articulated and

demonstrated over several studies (Anderson, Lindsay and Bushman,1999).

Another study conducted by Gregory Mitchell (2012), replicated and extended
Anderson and his colleagues’ results through using 217 lab-field comparisons from 82
meta-analyses. Results of this research also found general consistency between lab and
field effects (r=.71); also finding, however, that the external validity of laboratory research
differed considerably by psychological sub-field, research topic and effect size. The two
sub-fields with the greatest number of paired effects were industrial-organizational
psychology and social psychology; these differed immensely in the degree of
correspondence between the lab and the field. While the first demonstrated a high degree
of correlations between the two settings (r=0.89), the latter showed a lower correlation
(r=0.53). The lower correlation found in the field of social psychology was attributed, at
least partially, to a disproportionate focus on small effect sizes. Small effect sizes studied
in this lab varied more in the field, in comparison to medium size effects, and small
laboratory effects were less likely to be replicated in the field than larger effects. As for the
influence of research topics, large differences were found in the relative magnitude of
laboratory and field studies across research topics. For example, although results from
industrial-organizational psychology tended to be good predictors of field results,
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industrial-organizational laboratory studies of performance evaluations were less
predictive than studies of other topics. Another example is that of the study of leadership.
Such studies within industrial-psychology were less predictive compared to leadership
studies within social psychology (Mitchell, 2012).

To sum up the literature so far, it is important to emphasize that the external validity
of psychological laboratory research shouldn’t be perceived as an undifferentiated whole.
Although many results may be replicated in the field, these effects often differ in their size
and sometimes, even in their direction. Thus, when considering exiting the lab and
performing field studies, or implementing policies based on laboratory experimental
research, it is important to consider the different factors which influence external validity.

After discussing these general findings, | will delve into specific domains which
have examined different behavior across the two settings, these include pro-social behavior
and charitable giving, risk attitude and tax compliance.

In the domain of pro-social behavior, Levitt and List (2007a, 2007b), present a
theoretical model which illustrates three central differences between the lab and the field
which can result in different individual behavior. These differences include (a) stakes —
subjects in the laboratory decide upon sums of money they have just received and thus
aren’t really endowed by them, whereas in a field setting, the sum is earned by them one
way or another; (b) social norm — these might be triggered differently in a neutral context
of a laboratory setting and in a rich context of an environmental setting. Although in
laboratory settings, the variables of interest may be isolated from confounding factors,
these settings lack the rich real-life context which may be important for behavior in the
field (Bardsley, 2005); (c) scrutiny — the presence of an experimenter in the laboratory may
influence subjects to act in ways that do not reflect their true behavior outside of the lab.
For example, subjects who are ungenerous in a field setting might start to contribute in an
experiment in order to please the experimenter or because they assume this is expected
behavior (Carpenter et al, 2005).

The combination of the situational differences stated above along with the
possibility that pro-social traits may characterize as unstable across situations may

influence the behavior observed in the lab and in the field to generate different levels of
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pro-social behavior. Evidence from this research domain has shown that pro-social
preferences are more important in the lab than in the field and in accordance, the levels of
pro-social behavior measured in the lab are higher (List, 2006). Moreover, the levels of
pro-social behavior may not correlate between the two settings. In this case, pro-social

behavior in a laboratory experiment does not generalize to the real world.

Continuing research in this domain, Benz and Meier (2008) have examined how
individuals behave in donation experiments and how the same individuals behave in
naturally occurring decision situations on charitable giving. In other words, this research
tried to answer the question of whether people behave in an experimental setting as they
do in the field. The findings of this research provided suggestive evidence which showed
that while pro-social behavior is more emphasized in the lab than it is in the field, pro-
social behavior in experiments is positively correlated with behavior in the field, ranging
from 0.25 to 0.4. Additional findings point to a large variance in behavior, probably due to

the traditional influences of person vs. situation (Benz and Meier, 2008).

Contrary to Benz and Meier (2008), another study conducted by Galizzi and
Navarro-Martinez (2019) also on the issue of social preferences and behaviors in the two
settings, has reached different conclusions. These authors employed a lab-field experiment
that aimed to evaluate social preference games (such as the dictator and ultimatum games)
against actual social behaviors in the field, and self-reported social behaviors from the past,
using the same individuals. The results of this research demonstrated that experimental
social preference games do not explain very well both social behaviors in the field and
social behaviors from the past. In fact, these games do not explain to any significant extent
any of the behaviors observed in the field and thus hold no predictive power for behavior

in naturally occurring settings.

Moving on to the research on risk, an interesting recent study has evaluated if
experimental measures of risk attitude are able to explain risky behavior in both
experimental settings and naturally occurring settings (Charness, Garcia, Offerman and
Villeval, 2020). This research examined the external validity of five risk-preference-
elicitation procedures based on two different types of risk related behavior: laboratory

financial decisions and naturally-occurring field behavior that reflects the risk exposure
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that individuals are willing to bear in their everyday lives. Risk attitude in the field was
evaluated based on insurance decisions, employment decisions, and investment decisions
(monetary or in property). The results of this study reveal that the risk measures used in
this research hold some predictive power on behavior in experimental settings, however no
correlation was found between these risk measures and field behavior. In other words,
while measures of risk attitude can explain behavior in the laboratory, they fail to explain
behavior in external settings. The authors offer possible explanations for these results,
including, domain-specific nature of risk attitudes, different drivers of risky behavior in the
field, weaknesses of the expected-utility theory paradigm on which most measures are built

and cognitive processes.

A last example which I will provide in this section of a domain which has examined
the external validity of experimental research is that of tax compliance behavior. This
domain, as it is investigated in the laboratory, is perceived with skepticism regarding the
possibility to generalize to the greater population. This is due to the following types of
criticism: student subjects typically used in experiments may not be representative tax
payers as they have little experience in filling tax forms and their economic background
may differ from that of taxpayers; also, it is claimed that the context of laboratory
compliance experiments doesn’t closely enough resemble the context in which actual

compliance decisions are made (Alm, Bloomquist and McKee, 2015).

This research aimed at answering two questions: do participants in laboratory
experiments exhibit different patterns of behavior than individuals in a similar naturally
occurring setting; and, do students behave differently from non-students in identical
laboratory experiments. The first question was answered in the research through the use of
a data set from the U.S Internal Revenue Service (IRS) assembled as part of its National
Research Program (NRP).  The second question was answered through conducting
further analysis to previous experimental data which has compared the decisions of a
population of adults with those of undergraduate students; both participated in the same

laboratory experiment (Alm, Bloomquist and McKee, 2015).

The results of this research revealed that compliance behavior in the laboratory

generalizes to other populations: Individual tax payers in the field behaved similarly to
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undergraduate students in the laboratory in comparable decisions. It has also been found
that despite small differences in responses to policy treatments, students and non-student
subjects manifest similar behavior in the laboratory. These differences relate for example
to a situation when the policy treatment may incorporate a substantial level of external
experience. The authors of this research have found that students respond differently to the

presence of tax liability answers (Alm, Bloomquist and McKee, 2015).

Returning to the subject of this dissertation, the aim of this chapter is to “exit the
lab” and examine whether the foresighted outcome effect we observed among students can
be also found amongst real decision makers in their natural professional settings. For this

purpose, we conducted a “lab in the field” experiment.

Gneezy and Imas (2017) define a ‘lab in the field’ study as one conducted in a
naturalistic environment, targeting the theoretically relevant population but using a
standardized, validated lab paradigm. As such, lab in the field experiments combine
elements of both lab and field experiments and therefore provide researchers with a tool
that enables on the one hand to minimize costs, and on the other — to enjoy the benefits of
both methodological worlds (Gneezy and Imas, 2017). These benefits pertain to the
following: they enable to elicit behavior and preferences with nonstandard populations that
are closer to the theoretically relevant target population; they enable to collect covariates
as compliments to randomized control trials and for targeting policy; they have the ability
to make direct comparisons between different populations and contexts; and they are able
to test for the external validity of commonly used measures (Gneezy and Imas, 2017).

The ‘lab in the field” experiment we conducted in this study was carried out with
basketball coaches, who were presented with scenarios from their every-day professional
lives on the court. As will be elaborated further on, we structured basketball game scenarios
within the context of principal-agent relations and examined whether the behavioral micro-
foundation of agents’ risk aversion found among students is also observed in the context
of professional experts in their field. In other words, we examined the external validity of
the foresighted outcome effect in natural environmental settings. Before moving on to
describing the research design of this study, | will provide a short theoretical background

on expert decision making — the research population of this study.
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Expert decision-making

Herbert Simon in his seminal work about “bounded rationality” describes expertise as
based on extensive knowledge. Equipped with this body of knowledge, “the expert is
prepared to respond to many situations “intuitively” — that is, by recognizing the situation
and evoking an appropriate response and also to draw on the stored productions for more

protracted and systematic analysis of difficult problems™ (Simon, 1991).

Theoretically, there is reason to believe that because experts within a field possess
such extensive knowledge as well as prior experience and opportunities to receive feedback
and to learn from the past, their decision-making behavior will be less influenced by
judgment errors and biases and more guided by their understanding of the situation at stake.
Following this line of thought, indeed, many studies have confirmed the advantages that
experts possess in decision making processes. These advantages include for example the
following: getting the most out of the knowledge they possess (Sniderman, Brody and
Tetlock, 1991), employing certain cognitive heuristics more appropriately (Lau and
Redlawsk, 2001), understanding problem situations and making decisions rapidly (Klein,
1989, 1998; Klein, Orsanu, Calderwood and Zsambok, 1993) and more. The latter
advantage has been observed in various domains including physics (Larkin, Mc Dermott,
Simon and Simon, 1980), nursing (Crandall and Getchel-Reiter, 1993) and management
(Patton, 2003), to mention just a few.

However, despite these advantages, other studies in the literature on expertise and
decision making have shown that experts are not free from errors of judgment and biases.
In fact, these studies have shown that many such errors are shared by experts and laymen
alike (Kahneman and Tversky, 1977; Montibeller and Winterfledt, 2015). This has been
demonstrated throughout many types of expertise. A dominant example is that of Tetlock
(2006) which has illustrated how political experts do very poorly at predicting future
political events, practically no better than chance. Similar findings have been shown on

stockbrokers, electrical engineers, intelligence analysts, physicians and more and in
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different examples of biases: the confirmation bias, the anchoring bias and the availability

bias, to name a few (Kahneman and Tversky, 1977).

Moving closer to the field of this paper and to the research question at stake, many
studies address the existence of hindsight bias, a very close construct to outcome bias,
among experts. These studies have found hindsight effects in samples of subjects with
experience or expertise in different domains, such as: finance (Bukszar and Connolly,
1998; Biais and Weber, 2009), accounting (Andersen, Lowe and Reckers, 1983), law
(Andersen et al, 1997; Rachlinski, Guthrie and Wistrich, 2011; Jennings, Lowe and
Reckers, 1998) and medicine (Arkes et al, 1981; Caplan, Posner and Cheney, 1991).
However, it has also been found that when comparing between hindsight bias among
laypersons and hindsight bias among experts, it seems that the bias is mitigated in the latter
population (Christinsen-Szalanski and Willham, 1991). As for outcome bias, a recent study
conducted by Broude and Levy (2020) has compared how laypersons, legal experts and
people with field experience differ in their susceptibility to cognitive outcome bias, in the
case of military investigations conducted under humanitarian law. The results affirm the
existence of outcome bias in ex post evaluations of operational decisions, both in

laypersons and in experts — however to a lesser extent.

Continuing this line of thought in which the literature on the ex-post behavior of
experts demonstrates their susceptibility to outcome bias, we would like to return to the
main research question of this paper and ask: do experts who take part in principal-agent
relations adjust their ex-ante behavior when they expect to be judged after the outcome and

the consequences of their decision are known?

We posit that in outcome-knowledge based principal-agent relations (OK based
PA), experts, as laypersons, “mirror” their respective principal’s anticipated outcome bias
and adjust their ex-ante behavior accordingly. Specifically, when experts expect their
decision to be judged by their principals before their outcomes are known, their decision-
making strategy will be based on their own risk preferences and the risk preferences they
attribute to their principal. Conversely, when experts expect their decisions to be judged
after their outcomes are known, they will become more risk averse in their decision-making

behavior and concerned with the wish to minimize the likelihood of the worst outcome.
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Hence, similar to study 1, our hypothesis is that OK based PA relationships taking place
with experts increases risk aversion. The novelty of the experiment we used to test this
hypothesis, apart from using experts and scenarios from their professional lives, lies in the

use of non-monetary tasks.

Research Design

As mentioned in the literature review, the principal-agent theory revolves around
relationships that mirror the basic agency structure of a principal and an agent who are
engaged in cooperative behavior but have different goals and differing attitudes towards
risk (Eishenhardt, 1989). As mentioned earlier, we chose to examine the hypothesis of this
chapter via a ‘lab in the field” experiment — an experiment conducted in a naturalistic
environment targeting the theoretically relevant population but using a randomized
experimental paradigm (Gneezy and Imas, 2017). We employed this methodology on
basketball scenarios which frequently occur in real games, and which require team coaches
to make a decision between a sure and a risky option. Two experimental conditions were
used — simulating different types of decisions within a principal- agent relationship — with
and without outcome knowledge. The dependent variable was the propensity for risk
taking, measured by the percentage of subjects who chose the risky option in each

condition.

Participants and Design

44 participants (all male, mean age: 33.8) were recruited for this experiment, all of them
were basketball coaches, most belonging to the “Hapoel Jerusalem Youth Basketball
Club”, and some to other Youth Basketball Clubs in Israel. Before being assigned to one
of the conditions, participants were asked to fill in a form, composed of two parts: a consent

statement approving their participation in the experiment and five questions gauging their
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time and risk preferences (Frederick, 2005): We included these questions in order to be

able to control for pre-test characteristics. The questions were as follows:
Which option do you prefer between the following two options?

(1) To receive 3,400 NIS this month or to wait until the next month and to receive
3,800 NIS?

(2) To receive 1,000 NIS this month or to wait until next year and to receive 1,400
NIS?

(3) To receive 1,000 NIS or to take a 75% risk of receiving 4,000 NIS?

(4) To lose 500 NIS to take a 75% risk of losing 1,000 NI1S?

(5) Imagine you had bought a book at an online store at the cost of 60 NIS and the
regular delivery time is two weeks. How much would you be willing to pay in order

to receive the book within a day?

After answering this set of questions, participants were asked to imagine they were
taking part in a mock audition in which they were applicants for a competitive position of
a basketball coach in a top basketball club (more prestigious than their current position).
As part of the examination stage, these participants were presented with two scenarios from
the field which required them to make a choice between a safe and a risky option, and were
told that their decisions would be judged by an evaluation committee. The details of the
two scenarios will be given shortly. The independent variable was the availability of
outcome knowledge to the evaluation committee, which served as the principal in the
principal-agent relationship. Participants were randomly assigned to one of two conditions:
(1) Non-OK based PA (N=22); (2) OK based PA (N=22). These two conditions follow the
ones appearing in the original experiment of study 1 (the investment game), while being
applied to the basketball context: making a decision between a sure and a risky move at a

critical moment of an important game.

In the first condition, Non-OK based PA, participants knew that the evaluation
committee would judge their decision immediately, based on its merit alone, while in the
second condition, OK based PA, participants knew that the evaluation committee would
judge their decision according to the result of the game or in other words - after

understanding whether this decision led to a win or a loss.
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The relationship between the group’s coach and the owners of the club to which the
group belongs, may also be framed in terms of principal-agent. The basketball club owner
(the principal) delegates authority to the coach of the group (the agent) and the welfare of
the first is affected by the choices of the second. Basketball club owners do not always

have the same goals and interests as the coach they hired for the club’s group.

Participants in both conditions were asked to imagine that they had reached the last
stage of the examination procedure, in which they were asked to watch a video of a semi-
final basketball game they weren’t familiar with, during the last critical minutes of the
game. They were told the coach of the group during these minutes decides to take a time-
out in order to decide upon his next strategic choice and the video is stopped. Two
alternative scenarios describing the current situation on the court, were given to the
participants. In each scenario, the participants were told that the coach on the court is
considering two alternative moves — one is characterized as a sure move and the other as
risky; they were asked to decide what they would have done, had they been placed in his
shoes. These decisions were made by the participants immediately following every
scenario; in other words, these scenarios weren’t presented to them consecutively. The

explanations mentioned above were identical for both experimental conditions.
The following diagram summarizes the experiment structure:

Decision

Non-OK-based PA RISK option

Eualuation
committe judge
based on merit
(decision) alone

Decision
SAFE option

Decision

OK-based PA
=Rooased h RISK option

Evalution committe
judge based on
decision result (win

Decision
or loss) -

SAFE option
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The scenarios that were presented to the participants were taken from the coaches’
everyday professional lives on the court. These scenarios were both established and worded
in consultation with two senior basketball coaches at the “Hapoel Jerusalem Youth
Basketball Club”, who agreed that these scenarios represent clear cases of a risky versus a
safe option. These two coaches did not participate in the experiment. The specific scenarios
which will be detailed shortly, were chosen since they present a choice between a clearly
safe versus a risky choice in the context of a basketball game. As such, they allowed us to
embed them in the experimental design of outcome knowledge and non-outcome
knowledge principal-agent conditions, which were operationalized by the knowledge of
the committee. The dilemmas which were chosen, intentionally, don’t come with a standard

answer for the accepted practice in these situations.

Basketball games are typically judged by their result, however would a coach’s
strategic behavior change and become riskier if he knew that he’d be judged — not by the

outcome of his choices but by their merit?

Following are the two scenarios which were given to the participants, describing the

situation on the court®:

(1) Two minutes to the end of the game the score is tied at 81 each. The coach of the team
that led the game until this point decided to take a time-out, after the opposing team
ran during the last 1:40 minutes and scored 7-2, equalizing the score. The coach on
the court is deliberating whether to substitute between two of his players. Description
of the two players is as follows:

Player A: A leading and experienced player, season averages: 17.3 Points in 35
minutes per game (56.5% from two-point range, 44% from the three and 91% from
the free throw line) isn’t going through a good evening. Until now he shot 4/15
from the field, turned the ball over a few times and, in general, doesn’t seem to be
concentrating. During his last minutes on the court, he shot % and turned the ball

over once.

® The participants didn’t know a head of time they will be given two scenarios.
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Player B: A young but promising player, is currently sitting on the bench. Season
averages: 7.8 points in 20 minutes per game: (31% from two-point range, 47% from
the three and 90% from the free throw line). During the first half of the game played
8 good minutes: shot % from the field, passed two assists and stole a ball.
Considering these circumstances, the participant was asked: Had you been the
teams’ coach, what would you have chosen to do?

1. Stay with player A [the safe alternative]

2. Substitute player A with player B [the risky alternative]

(2) Four minutes to the end of the game, one of the teams is leading by only 2 points, after
it has already led the game by 11; the opponents made a 9-0 run during the last 2:40
minutes. Throughout the game and up to this point in time, the leading team played a
‘man to man’ defense tactic. The last 9 points scored by the opposing team during the
last 2:40 minutes of the game, which minimized the gap between the two teams, were
scored in set offense and not via fast breaks. Two of the baskets scored were of three
points. The season average of the opponent team from three-point range is 31%, and
in the current game they scored 7/18 (38%) from that range.

Your team is very familiar with the ‘man to man’ defense tactic and with the 3-2 zone
defense. Considering these circumstances, the participants were asked: Had you been
the group’s coach, what would you have chosen to do?

1. To stay with the ‘man to man’ defense tactic [the safe alternative]

2. To switch to zone defense [the risky alternative]

These two scenarios and their instructions were identical for both experimental
conditions, which differed one from the other by the main independent variable —
availability of outcome knowledge to the principal. Next, participants received two
different explanations about the information their evaluation committee possess, which
varied according to the experimental treatment to which they were assigned. In the no-OK
based PA condition, participants were told that the members of their evaluation committee
were looking with them at the video of the game for the first time, and weren't aware of the
results of the game, thus judging them solely by the merit of their choices. In the OK based
PA condition, participants were told that the members of their evaluation committee were
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familiar with the games and were judging their choices not only by the merit of their
choices but also by the results of the games, which were known to them. The structure of
each experimental condition was explained orally and graphically to each participant
before starting the experiment (see appendix B).

As mentioned above, the dependent variable of this research was the propensity for risk
taking — measured by the likelihood of choosing the risky alternative in each dilemma. This
design allows us to test our main research question: do experts who take part in principal-
agent relations adjust their ex-ante risk-taking behavior when they expect to be evaluated

based on the outcome of their decision?

Results

The proportion of risk taking for all the decisions made by participants (n=88) was 34%.
The first dilemma (replacing a player) had a higher rate of risk-taking (43.2%) compared
to the second dilemma (changing defense tactic) (25.0%, p =.072). In order to estimate the
effect of outcome knowledge on risk taking we conducted two logistic regression analyses
— presented in Table 2. Model 1 included only one independent variable - the experimental
treatment of outcome knowledge. In order to account for the fact that each respondent
provided two decisions — for each of the two dilemmas —standard errors are clustered at the
individual level. The effect of outcome knowledge on the likelihood of risk-taking of
basketball coaches is negative and marginally significant (p = .057, single-tail test) — in
line with our hypothesis. Given that the two dilemmas elicited different levels of risk-
taking, Model 2 adds a dummy variable indicating the second dilemma. The coefficient for
outcome knowledge effect remains substantively the same.
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Table 2: Estimating the effect of OK-based evaluation on risk-taking

(1) (2)

risk risk

OK-based PA -0.824*  -0.858*
(0.521)  (0.543)

Dilemma -0.858**
(0.396)
Constant -0.274 0.142
(0.358)  (0.415)
N 88 88

Clustered standard errors in parentheses
*p< 0.1, p<0.05

Discussion

This study looks at the role of anticipated outcome knowledge in decision making under
uncertainty in the context of tactical decisions of basketball coaches. Specifically, we
placed the focus on experts, and examined how the awareness that one’s decision will be
evaluated based on its outcome affects ex-ante risk taking. The results reveal that expected
availability of outcome knowledge in principal agent relations affect the ex-ante behavior

of experts by increasing their risk aversion in professional decisions.

The results reported here were gained through a “lab in the field” experiment in
which we examined real basketball coaches’ choices, as they were motivated by the
hypothetical possibility of winning a competitive position of a basketball coach in a top
basketball club. The basketball coaches’ evaluations based on descriptions of the scenarios
played out in the study were taken from their everyday professional lives. However, despite
their expertise in the situations at stake, based on knowledge they possess, their prior

experience and past opportunities from which they received feedback and learned, they
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still demonstrated susceptibility to the foresighted outcome effect — the increased risk
aversion caused by the expectation that one’s decision, although made under uncertainty,
will be judged based on its outcome. The results of this study add to the previous study
conducted and highlight that not only laypersons are susceptible to this effect but also
experts in their fields. This study also provides a demonstration that FOE occurs also in
non-monetary decisions. Lastly, it contributes to the literature on biases and experts which

show that many errors of judgment and biases are shared by experts and laymen alike.

These findings carry important implications for many types of experts who need to
make decisions in their everyday professional lives. Instead of placing the main focus on
the situation at stake — to which experts can contribute to from their expertise and their
decision-making capabilities, excessive weight is placed on the exposure to irrelevant
contextual information, in this case — the anticipation of being judged based on the outcome
of the decision and not on the decision itself and its merit. Experts who are subject to such
a regime, mirror the outcome bias they anticipate being expressed in their principals, by

acting defensively in a risk averse manner.

As mentioned earlier, this study was a first attempt to examine the foresighted
outcome effect outside the lab, on real decision makers. In this regard, basketball coaches
served us as a good sample of decision makers to test the hypothesis presented in this study,
due to the fact that this sport field (as most others) is very much guided by the importance
of the outcome. However, although the sample that was analyzed was based on 88
decisions, these decisions were carried out by only 44 basketball coaches and there is room
to test the findings on a bigger sample. In addition, a question remains regarding other
decision-making domains in which less weight is placed on the outcome, but on the process
as well. Will the foresighted outcome effect be mitigated in these domains? In general, we
encourage further research which will examine the existence of the foresighted effect on
other types of experts — in the social or political domains, to name a few, which will shed

light on differences in its’ existence, mechanism and consequences in changing settings.

Taken together, the findings we obtained from the first two experiments we
conducted until this point, assumed that the foresighted outcome effect takes place due to

the agent’s expectation to be judged by his principal (be it his partner to the investment
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game or the evaluation committee) based on the outcome of his choices. The next study
challenges this assumption and examines an alternative one based on the literature on regret

and anticipated regret.
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Study 3: Can the foresighted outcome effect be explained by an
agent’s motivation to avoid his principal’s ability to compare the
result of the decision taken with its forgone alternative?

The results of Studies 1 and 2 provide support for our hypothesis that the availability of
outcome knowledge in principal-agent relations increases ex-ante risk aversion of
accountable agents. This risk-averse behavior which was observed in accountable agents
was explained until this point by the participants’ belief that outcome knowledge might
give rise to a judgment different to one likely to be passed in the absence of such
information. As a result, agents acted strategically in order to cope with the expected bias

via demonstrating risk-averse decision-making behavior.

However, these results may also conform to an alternative explanation. It is possible
that the increased risk aversion of individuals under the 'OK-based principal-agent
relationship' condition did not stem from the anticipation of the effect of outcome
knowledge on their respective principals, but rather from their motivation to minimize their
principals’ ability to compare the outcome of their chosen choice with the outcome of the
foregone alternative — as the literature on regret and anticipated regret may suggest. Before
elaborating on this hypothesis and the methodology we chose for examination, 1 will

provide a short literature overview on the subject of regret.

Regret is a negative, cognitively based emotion that we experience when realizing
or imagining that our present situation would have been better, had we decided differently
(Zeelenberg, 1999; Zeelenberg and Pieters, 2007). When experiencing regret, people feel
that they should have known better, think of the mistakes they have made and attempt to
undo the action that caused regret (Zeelenberg, Van Dijk, Manstead and Van der Pligt,
1998). In certain circumstances, regret may be confused with other emotions — such as
anger, disappointment, guilt, shame and others; however it stands distinct due to its
phenomenology and behavioral consequences (Zeelenberg and Pieters, 2007). In this
regard, Zeelenberg and Pieters have commented that regret is unique in relation to decision
making and hence responsibility: while other negative emotions can be experienced

without choice, regret cannot. An individual only experiences regret over a bad outcome
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when at one point in time he could have acted otherwise in order to prevent that outcome
from happening (Zeelenberg and Pieters, 2007). In other words, decision regret is the
emotion felt as a consequence of a decision which, after the fact, appears to have been a
wrong or poor decision (Bell, 1982).

A meta-analysis on the subject of regret, conducted by Roese and Summerville
(2005) on the American population, has examined which domains in life produce the
greatest potential for regret and attempted also to answer the question of why those
domains were specifically found. Through the use of archival and laboratory evidence, the
authors first demonstrate their main finding that greater perceived opportunity within life
domains evokes more intense regret. The two mechanisms which explain this finding rest
upon the fact that a foreclosed opportunity activates processes of cognitive dissonance
reduction (Gilbert and Elbert, 2002), and that regret itself drives corrective action,
encouraging individuals to change decision strategy, plans and behavior in order to
improve their life circumstances (Zeelenberg, 1999). The latter is feasible only when
opportunities remain open. In accordance with these findings, a meta-analysis of 11 regret
ranking studies revealed that the top six domains which evoke the strongest feeling of
regret in life are education, career, romance, parenting, the self and leisure. Concentrating
on education, the authors note that the reason for this domain being the most regret evoking,
lies in the fact that it serves as a means to achieving several other important ends, for
example higher income or a wider and more diverse social network. In regret terms, any of
these other ends which may have gone astray, may have been addressed with more
education. In this regard, an interesting question raised by the authors concerns other
societies, such as caste-based ones, in which the domain of education doesn’t leave
individuals much freedom of choice since it is constrained at birth. It is plausible that such
individuals experience fewer life regrets concerning education since the options are

objectively limited.

The difference between action and inaction (Knobe, 2003; Thomson, 1976) has
been a central concern of regret literature (Gilovich and Medvec, 1995). It appears that
people experience more regret over negative outcomes that stem from actions than from

equally negative outcomes that result from actions forgone. inactions (Gleicher et al, 1990;
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Kahneman and Tversky, 1982). Gilovich and Medvec (1995) add important evidence to
this research, identifying that there is a temporal pattern to the experience of regret. While
actions or errors of commission generate more regret in the short term, inactions or errors
of omission, produce more regret in the long term. Trying to explain these findings, the
authors point to three psychological processes that together give rise to this temporal
pattern. These psychological processes (a) decrease the pain of regrettable action over time;
(b) bolster the pain of regrettable inaction over time; (c) and differentially affect the
cognitive availability of a person’s regrettable commissions and omissions. These latter
elements do not influence the intensity at which regret is experienced over actions and
inactions but affect how often one is reminded of such regrets and therefore how often they

are experienced (Gilovich and Medvec, 1995).

While regret can serve as a consequence of decision making, as described above, it
can also serve as an antecedent of decision making (Connolly and Zeelenberg, 2002). In
this regard, the research on regret aversion has been concerned with its influence on which
option is chosen. Decision makers, rather than evaluating every option in itself as in
traditional expected-utility theory, evaluate options in a comparative fashion (Reb, 2008).
Savage proposed already in 1951, the minimax regret rule for decision making under
uncertainty. This rule seeks to minimize the possible post-decisional regret for having
chosen the relatively worst option and is based on the following underlying assumptions:
(1) Decision makers are regret averse and therefore have an incentive to avoid it; (2) Regret
is considered anticipatable and in order to avoid it in advance, decision makers are thought
to predict its intensity for the different options put into consideration, and use this
understanding for choosing the regret minimizing option; (3) Anticipated regret is a
function of predicted decision outcomes; (4) The intensity of anticipated regret associated
with an outcome is driven by a comparison of that outcome with the outcome that would

have resulted from the foregone alternative.

This latter comparison between outcomes lies at the heart of the economic regret
theory, which serves as a modified version of expected utility theory (Loomes and Sudgens,
1982). These scholars define regret as arising from the post-decisional thought of the
decision maker that his position would have been better had he chosen differently. This
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regret theory suggests that decision makers choose on the basis of a basic expected utility
component and a component of expected regret. However, as time evolved, both the
minimax regret rule and regret theory have not been proven to serve as good descriptive
models of choice (Reb, 2008). Having said that, the broad idea that individuals tend to
prefer the regret minimizing option has been widely supported (Larrick and Boles, 1995;
Zeelenberg and Pieters, 2004; Zeelenberg and Beattie, 1997).

Arising from these bodies of literature is the understanding that feedback plays a
central role in regret theory since it enables the decision maker to compare the outcome of
the chosen choice with that of the foregone alternative. In this regard, it has been found
that people are motivated to make choices that shield them from regret inducing feedback
regarding foregone courses of action (Zeelenberg, 1999).° This phenomenon has been

termed in the literature anticipated regret.

Anticipated regret refers to a situation in which one considers the possibility of
regret before making the decision. Several studies have emphasized the role of anticipated
regret in behavioral decision making through bringing the feeling of future regret to the
attention of the decision maker at the time the decision is made. This has been exemplified
in various domains such as gambles (Ritov, 1996), negotiations (Larrick and Boles, 1995),
consumer decisions (Simonson, 1992), interpersonal relationships (Richard et al, 1996),
and driving habits (Parker, Stradling and Manstead, 1996). In order to shed more light, |
will focus for a moment on two examples: consumer decisions and driving habits. In the
field of consumer decisions, Simonson (1992) asked consumers about the regret they would
feel if they were to realize they have made the wrong decision. Such a question brought
consumers to purchase items that would shield them from future regret over other riskier
alternatives, concentrating on well-known higher priced brands. Another study in the field
of consumption, has shown that when consumers were asked, before they made their
decision, to take into account the potential feeling of regret they might feel as a result of

their choice, there seemed to be an increase in the preference for conventional options and

10 For example, faced with a choice between safe and risky options, choosing the risky option entails
feedback information on the outcome of the chosen option, and the forgone safe option — thus maximizing
the potential for regret. However, choosing the safe option may limit the information regarding the outcome
of the forgone risky choice.
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status quo choices (Lemon, White and Winer, 2002). Similarly, in the field of driving
habits, Parker, Stradling and Manstead (1996) showed participants four videos which
aimed at preventing them from committing driving violations. One of these videos
attempted to focus drivers on the regret they may feel after exceeding the speed limit and

demonstrated significant changes in beliefs and attitude regarding unsafe driving.

Additional studies have also demonstrated the influence of anticipated regret on the
quality of decision processes (Reb,2008). For example, continuing this latter research, Reb
(2008) has experimentally varied regret salience by manipulating whether decision makers
expected full outcome feedback (on the chosen and forgone options) or partial outcome
feedback (on their chosen option alone). Results of this study have demonstrated that
increased regret aversion leads to more vigilant decision making; when regret was made
salient, decision makers took about 25% longer on average to reach a decision and searched

about 20% more information.

Another example may be found in a research carried out by Wong and Kwong
(2007) which examined whether people are motivated to reduce future regret under
escalation situations, situations which refer to failing courses of action. Brockner (1992)
and Staw and Ross (1987) define such situations according to three characteristics. These
are: (1) a large amount of resources (for example: time, money, effort) which have already
been invested (sunk costs); (2) the original course of action turns to be unsuccessful
(negative feedback); (3) and the situation allows the decision maker either to continue with
further investment as an attempt to recover the previous costs or to withdraw entirely from
the course of action. The term escalation of commitment has been given to describe the
tendency to invest further in the losing course of action (Brockner, 1992). The results of
this study reveal that people in escalating situations are influenced at the same time both
by the emotions they expect to experience in the future (anticipated regret) and by events
which have happened in the past (responsibility for initiating previous decisions).
Furthermore, it has been found that escalation of commitment was stronger when the
possibility of experiencing future regret about withdrawal was high (when the outcome
was visible) than when it was low (when the outcome was invisible). Also, it was found

that escalation of commitment increased as the net anticipated regret about withdrawal
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increased. In other words, anticipated regret has been found to be one of the negative

emotions that people attempt to avoid under escalating situations.

As mentioned earlier, many types of research which aimed at turning feelings of
future regret salient in the decision-making process, brought decision makers to behave in
a risk averse manner. In order to illustrate this point, lets imagine a classic choice between
a gamble and a sure option. In opting for the sure option, one wouldn’t know whether the
gamble was a better choice, and in opting for the gamble one would always learn the
outcomes of the gamble and the outcome of the sure option. Thus, the sure option protects
one from regret and the gamble option carries some risk for regret. If one anticipates regret,
he will be most likely to choose the sure option and demonstrate risk aversion.

However, Zeelenberg (1999) along with other scholars (Larrick and Boles, 1995;
Ritov and Baron, 1995) have shown that this isn’t always the case and that anticipated
regret doesn’t necessarily lead only to risk-averse behavior. A key method in the study of
anticipated regret is to consider the extent to which particular choices determine the scope
of feedback information. In this regard, Zeelenberg (1999) has demonstrated how
anticipated regret may promote both risk avoiding and risk seeking behaviors, in
accordance with the question of which of the two will shield the decision maker from
feedback on forgone outcomes (Zeelenberg and Beattie, 1997; Zeelenberg and Pieters,
2004b).

Jannis and Mann already in 1977 have pointed to several conditions that might
determine when regret is anticipated and how substantial this anticipation is. These
conditions weren’t investigated empirically; however, do promote understanding of
anticipated regret. These conditions include the following: (1) the most preferred
alternative is not necessarily superior to another alternative; (2) the negative consequences
that might ensue from the decision could start to materialize almost immediately after the
decision is made; (3) significant persons in the decision makers social network view the
decision as important and will expect him to adhere to it; (4) new information concerning
potential gains and losses can be obtained; (5) significant persons in the decision makers

social network who are interested in the specific decision, are not impatient about his
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current state of indecision and expect the decision maker to delay action until he has

evaluated the alternatives more carefully.

Several scholars have also pointed to the costs associated with the consequences of
anticipating regret (Sherman and McConnell, 1995). Since potential actions, exceptional
behavior and innovations are likely to increase the salience of anticipated regret
(Kahneman and Tversky, 1982; Simonson, 1992), a risk averse behavioral strategy may
often facilitate inaction over action, ordinary behavior at the expense of exceptional

behavior and imitation over innovation (Hetts et al, 2000).

In summary, regret can be experienced about decision processes as well as about
decision outcomes and can stem from decisions to act and from decisions not to act. Regret
can be experienced retrospectively over decisions made and in foresight, when considering
and taking into account feelings of future regret in current decision-making procedures. As
mentioned above, this latter form of regret has been termed in the literature anticipated

regret (Zeelenberg and Pieters, 2007).

Next, | will return to the current study and elaborate on the methodology used in
order to examine whether anticipated regret may serve as a possible alternative to explain

the risk averse behavior observed in the foresighted-outcome effect.

Research Design

The aim of the current study was to examine whether the risk averse behavior found in
individuals under the 'OK-based principal-agent relationship’, may stem from their
motivation to minimize their principals’ ability to compare the outcome of their chosen
choice with the outcome of the foregone alternative. Such a motivation might bring them
to anticipate possible regret, and thus to act strategically in order to limit the possibility of

such a comparison by opting for the safe option.

1 Choosing the risky option under the ‘OK-based principal agent relationship’ condition in study 1
provided principals with information on the outcomes of both the risky option and the safe option, while
choosing the safe option provided information on the outcome of the safe option only. This may have led
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In order to disentangle the two explanations, this study examined whether an OK-
based principal agent relationship increases agents’ risk aversion, even when outcome
knowledge includes foregone payoffs — thus eliminating any motivation to opt for the safe
option for the purpose of limiting forgone outcome information. Thus, the hypothesis
underlying this study was that participants would still demonstrate increased risk aversion,

even when forgone outcome information is available.

Study 3 was based on the same experimental paradigm as in study 1 (the investment
game). However, it included four experimental conditions in a 2X2 design manipulating
outcome knowledge (‘no-OK-based principal agent relationship’ and ‘OK-based principal
agent relationship’ conditions as in study 1), and the availability of information regarding
the forgone outcome (available in all cases vs. available only if the risky option is chosen).
This 2 by 2 design allowed us to test whether the foresighted outcome effect holds also

when anticipated regret is unlikely to affect the agents’ choices.

Participants

111 undergraduate students participated in this study, of them 55 males and 56 females,
with an average age of 24.75 years. These students had voluntarily signed up for the
experiment, advertised on billboard notices. Participants were randomly assigned to one of
four conditions of the 2X2 design manipulating outcome knowledge and the availability of
information regarding the forgone option: (1) No-OK + sanction option (N=25); (2) OK +
sanction option (N=26); (3) No-OK + sanction option + forgone outcome (N=30); (4) OK
+ sanction option + forgone outcome (N=30). All subjects were told that they were to
participate in an investment game with two players — an investor and a partner. Subjects
drew a slip of paper indicating their role in the game, thus laboring under the impression
that the roles were assigned randomly. In actuality, all the notes were inscribed “investor,”
and the subjects were told that their respective partners were in an adjoining room. Each

participant received NIS 50 (about US $14.5), and was told that this endowment was now

agents to choose the safe option in order to restrict the ability of the principal to compare across potential
outcomes.

55



jointly owned by herself and her "partner.” Next, participants were informed of the
conditions of the game, which varied depending on the experimental treatment to which
they were assigned. As an "investor," each participant was then asked to choose between
two alternatives: either to invest the NIS 50 with a 50% chance of receiving NIS 80 (US
$23.2) and a 50% chance of receiving NIS 20 (US $5.8), or not to invest the money at all.
Subjects were told that, irrespective of the outcome, the payoff would ultimately be divided
equally between the investor and her partner, thus making the investor's decisions relevant
for both. These explanations were identical for all four experimental conditions.

There were two independent variables — availability of outcome knowledge and
availability of the forgone outcome — these were manipulated using the four experimental
conditions. The first two conditions were identical to the ones in study 1 and aimed at
replicating the original findings: In the PA relations without outcome knowledge condition
(no-OK) the putative partner had the option to sanction the investor after learning about
her decision, but crucially, before learning the outcome of her decision. This condition
enabled us to distinguish between a principal-agent relationship which is based on the
decision alone and a principal-agent relationship which is based on the decision and its
outcome. The PA relationship with outcome knowledge condition (OK) is identical to the
no-OK condition except for the fact that the putative partner had the option to sanction the
investor after learning the outcome of her choice. In the second pair of conditions, the
availability of information regarding the foregone option was manipulated by telling the
participants that the raffle would be played regardless of which option was chosen,
therefore, enabling the agents and principals (the latter only in the OK condition) to
compare the outcomes of the chosen option to that of the forgone option. In the PA relations
without outcome information but with forgone outcome information, the investor knew
that after making her choice (but before knowing its outcome), that her putative partner
would decide whether to sanction a fine. Regardless of the investors’ decision whether to
invest or keep the sum of money, the raffle was played anyhow and its results were revealed
to both sides. In the PA relations with outcome knowledge condition (OK) and with
forgone outcome information, the investor knew that regardless of her choice, that the raffle
would be played anyway and that the decision of the putative partner whather to impose a

fine would be based on all outcome information.
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The structure of each experimental condition was explained orally and graphically
to each participant before starting the investment game. The experimental conditions are
described in detail in Appendix C. Our main interest was whether participants would still
demonstrate increased risk-aversion when forgone outcome information is available —i.e.

in conditions where anticipated regret is not expected to affect the agents’ choices.

Results

The average proportion of risk taking for all subjects was 59.5% (n=111, SE=.047) —a very
similar result to the one found in Study 1. In order to estimate the effect of outcome
knowledge on risk taking across the two conditions of forgone outcome information we
conducted two logistic regression analyses — reported in table 3. Model 1 presents the main
effects of outcome knowledge and forgone outcome information. In line with study 1,
outcome knowledge had a negative effect on the propensity to choose the risky option.
Respondents in the no-OK conditions were more likely to choose the risky option (M=.745
[.630, .860]) compared to respondents in the OK conditions (M=.447 [.317, .577]). The
main effect of forgone outcome information (thus removing the possibility to avert regret-
inducing information by choosing the safe option) is positive but statistically insignificant.
By adding an interaction term between the two treatments in Model 2, we can estimate the
difference in the effect of outcome knowledge across the two conditions of foregone
outcome information. The interaction effect is statistically insignificant, allowing us to
reject the hypothesis that the foresighted outcome effect is different between the two
conditions of forgone outcome information. Indeed, the conditional effect of outcome
knowledge is negative and statistically significant both when foregone outcomes are not
known (replicating Study 1), as well as when foregone payoffs are known: odds-ratio=.243
[.075, .789] and odds-ratio=.304 [.100, .922], respectively. Figure 3 graphically presents

the results of model 2.
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Table 3: Logistic regression with risk-taking as the dependent variable

Model 1: main effects Model 2: Conditional

effects
OK 274 ((113)** 243 (.146)*
All payoffs known 1.45 (.593) 1.28 (.793)
OK X All payoffs known 1.25 (1.03)
LR-X? 11.33** 11.40**
Pseudo R? .076 .076
N 111 111

Note: * p<0.05, ** p<0.01. Odds-ratio coefficients. Standard errors are in parentheses.

Figure 3: The effect of anticipated outcome knowledge on agents’ risk-
taking across forgone outcome information conditions

Foregone outcomes unknown Foregone outcomes known

I Non-OK-based PA I OK-based PA

Note: Bars represent risk-taking proportions in each experimental condition. Error bars are +1 SE.

Also, Following the advice of Cumming (2014) we utilized the ESCI software to
compute the average effect size of outcome-knowledge on the likelihood of risk taking of
accountable agents based on studies 1 and 3, and report our results so as to facilitate their
inclusion in future meta-analyses. The effect sizes (in risk-taking probability) of studies 1
and 2 are -.226 [-.475, .024] and -.299 [-.477, -.122], respectively. The average effect size
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based on a random-effect meta-analysis is -.274 [-.417, -.132]. This analysis is graphically
presented in figure 4. This average effect size, is substantively sizable, and statistically

significant.

-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 0.1

Figure 4: Average effect size of outcome knowledge based on studies 1
and 3. Note: The two upper estimates (in black) represent the effect of
outcome knowledge in studies 1 (top) and 2 (middle), based on the
proportions of risk taking in the two experiments, with 95% Cls. The
bottom estimate (in red) represents the average effect of outcome
knowledge, based on a random-effect meta-analysis using the ESCI
software.

Discussion

The results of this study provide additional support for the hypothesis that outcome-
knowledge based principal-agent relations increase risk aversion, and allow us to reject the
possibility that regret avoidance accounts for the results, by obtaining a similar effect when
foregone outcome information is available.

However, the fact that the experiments conducted until now employed a sanction
as the only mean of holding agents accountable, allows for another alternative
interpretation to the main finding that OK-based principal-agent relations simply increase
risk aversion. It is possible that anticipated outcome knowledge increases the weight of
outcomes in foresight judgment of agents, yet the particular outcome whose weight is
enhanced is determined by the type of measure expected to be employed by the principal.

This hypothesis was examined in the following study.
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Study 4: Do principal-agent relations which are based on outcome
knowledge behave differently under positive and negative
incentives?

The studies conducted so far have revealed consistent findings that outcome-knowledge
based principal-agent relations increase risk aversion. These findings were obtained
through experiments which equipped the principal with a sanction measure as a means to
holding his agent accountable. At this point in time, we wish to adopt a symmetrical view
and to examine what happens when the principal is equipped with a reward measure —
would the foresighted effect still hold? Thus, the research question we ask in this study is:
do principal-agent relations which are based on outcome knowledge behave differently

under positive and negative incentives?

This chapter is structured as follows: first, a theoretical background about the
influence of positive and negative incentives on decision making and behavior is given,
then the research design of the experiment used in order to answer the above research
question is detailed, and closing this chapter are the results and the discussion of these
results. The literature overview regarding the influence of incentives on behavior, to which
| turn to next, opens with a general discussion about sanctions and rewards as mechanisms
for regulating behavior, moves on to discussing different findings on incentives while
conducting a differentiation between positive incentives and negative ones, and closes with

the hypotheses we articulated for this study, based on the literature discussed.

Positive and negative incentives and their influence on behavior

Sanctions and rewards are basic mechanisms of regulating behavior from child
rearing to organizations all over human history. At the national level, different authorities
such as governments use fines to punish speeding on the motorway and private
organizations give annual bonuses in order to induce employees to work well. However,
the literature in the domains of brain science, psychology, organizational behavior and
economics on selective incentives has shown that punishments and rewards do not have a

symmetrical effect on individuals and their behaviors. Work carried out on brain structure
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for example links rewards and punishments to different types of brain activity or neuronal
systems (Gray, 1981; 1987). It has been found that the behavioral inhibition system
influences responses when signals of punishments are present and the behavioral activation
system regulates responses when signals of rewards are present (Larsen and Katelaar,
1991). In other words, rewards and punishments have different effects on behaviors, at
least partially due to the fact that they are responded to by different physiological

mechanisms.

In the field of psychology, perhaps one of the most prominent and early scholars
who studied the causes of actions and consequences from the behaviorist view was B.F
Skinner. Skinner (1937) established the ‘operant conditioning’ paradigm - the study of
reversible behavior maintained by reinforcement schedules (Saddon and Cerutti, 2003).
The basic assumption underlying this paradigm is that an individual learns mainly by
producing changes in his environment (Skinner, 1953). If the environmental consequence
is applied to a given operant behavior and increases the rate of response, it is termed a
positive reinforcer; if an environmental consequence, by its disappearance, increases the
response rate, it is a negative reinforcer; and if it produces no change in probability, the
environmental event is considered to be a neutral stimulus (Jablonsky and De Vries,1972).
Through this view, rewards are perceived as increasing the probability of a behavior and
punishments are perceived as decreasing the probability of a behavior (George, 1995).
However, having said that and in continuation to the findings obtained from brain science
research (as mentioned above), other studies have shown that the effects of punishments
and rewards do not have parallel influences on behavior. To a name a few examples, early
works in the field of psychology which were conducted on this subject have shown that in
the long run, punishments (unlike rewards) work to the disadvantage of both the punished
and the punisher (Skinner, 1953). In the domain of leadership, Podsakoff et al (1984) have
shown that leader contingent reward behavior was positively associated with subordinate
performance while contingent punishment behavior was found to be unrelated to
performance.

Moving on to the field of economics, the basic assumptions of the classic agency

theory referred to at the beginning of this dissertation, perceives extrinsic motivation (such
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as money or other concrete benefits) as always motivating the agent to invest more effort,
according to the manner in which these incentives increase (Lazear, 2000; Prendergast,
1999). However, much evidence from the fields of psychology and behavioral economics
have led to the understanding that extrinsic incentives may have a negative effect on
performance. This is due to the claim that extrinsic motivation might change the perception
of the activity and interfere with the intrinsic motivation to perform it when no apparent
reward aside from the activity itself is expected. The result may turn out to be a reduction
in the overall motivation, and therefore a reduction of the activity itself. Therefore, it seems
that performance varies in a non-monotonic way with incentives. In this regard, Gneezy
and Rustinchini (2000) have shown both that a decrease in motivation is apparent only
when a reward is contingent on the performance and that individuals who are paid a fixed
amount, with no relation to their level of performance, do no display a reduction in their

intrinsic motivation.

A focus on positive incentives

Further experimental testing carried out by Gneezy and Rustinchini (2000) have
attempted to provide a sensitive examination of both the differential effect of small and
large rewards, and the effects of the introduction of a reward. Without going into
methodological details, the results of these experiments revealed that when comparing the
condition in which no monetary reward was offered with that in which it was introduced,
monetary compensation produces a reduction in performance. However, when comparing
between conditions which all included varying levels of compensation, a higher monetary
incentive produces higher performance. The authors note that these results point to a
discontinuity at the zero payment of the effect of monetary incentives. Thus, a possible
attempt to bridge the literature in psychology on incentives and the literature in economics
on incentives, may rely, at least in part, on the relation between the size of incentives and

productivity (Gneezy, 2003).
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A focus on negative incentives

After discussing the positive incentives of rewards, | will relate to the psychological
literature on negative incentives and their influence on behavior. General findings that arise
from this literature include the following points (Gneezy, 2000b): when negative
consequences are imposed, they will generally reduce the particular behavior; when those
negative consequences are removed, the discontinued behavior may likely reappear; the
changes caused by the punishment may or may not be long-lasting. Such a question will
be answered by several influential variables such as the severity of the punishment or the
existence of a stimulus as opposed to actual behavior. A punishment is most effective when
it is imposed immediately following the behavior. Adaptation tends to occur with relation
to the punishment itself, thus its effectiveness may decrease over time. As mentioned
earlier, these are general findings, and as such they aren’t free of caveats and should

therefore be considered in specific contexts.

An interesting study conducted by Gneezy and Rustinchini (2000b), has examined
the influence of punishments on parents who arrive late to pick up their children from day-
care centers. More specifically, the authors studied the effects of fines on the frequency
with which parents arrive late to collect their children. This examination was based on the
observation of ten day-care centers in Israel, over a period of 20 weeks. While the first four
weeks of the study were dedicated to an observation of late-coming parents, from the fifth
week, a fine was sanctioned in six of the ten day care centers, for parents who arrived more
than ten minutes late for pick-up (the other four day-care centers served as a control group
and no fine was sanctioned). The fine was removed at the beginning of the seventeenth
week. The results of this field study demonstrated that after the introduction of the fine,
there was a steady increase in the number of late-coming parents. In the weeks following
the removal of the fine, the number of late coming parents remained stable — at a higher
rate than in the no-fine initial period. Following these findings, the authors note that the
introduction of the fine changes the perception of people regarding the environment in
which they operate. In this field study, the contract between the parents and the heads of

the day-care centers didn’t specify the consequences for late-coming parents and in this
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sense may be seen as incomplete. However, this was the case probably due to the strong
social norm that exists in which children should be picked up on time. The fine which was
introduced for such late comers reshaped the parents’ perception of this environment
(Gneezy and Rustichini, 2000b).

Summing up this part, Gneezy (2003) has illustrated the connection between the
effect of positive incentives and similar effects observed in negative incentives, such as
fines and punishments.'? This connection was demonstrated through what Gneezy termed,
the “W effect” of incentives, meaning that the effect of sanctions and rewards on
performance may be either positive or negative, depending on the size of the incentives.
Using high payoffs that are contingent upon performance results in higher productivity;
however, when low incentives are used, a decrease in productivity is observed. The
definition of “small” and “large” incentives is of course case dependent and can’t be

regarded to as a whole.

As mentioned at the beginning of this chapter, in the current study we wish to
examine what happens to the risk-taking behavior of agents when their principals are
equipped with a positive measure (reward), as opposed to a negative sanction—as was used
in the experiments conducted until this point. For this purpose, | would like to mention,
before ending this review, a prominent study carried out by Hold and Laury (2002) which
measured via simple lottery choices, the degree of risk aversion over a wide range of
payoffs, ranging from several dollars to several hundred dollars. Results of this experiment
revealed that even at the low payoff level, most subjects exhibit risk aversion and that this
risk aversion increases sharpy as payoffs are scaled up by different factors.

A common argument in the principal-agent literature claims that incentives contain
information relayed from the principal to the agent, information which can change the
framing of the decision situation (Gneezy et al, 2011). Taking this argument together with
the complex picture that arises from the different studies detailed above regarding the non-

monotonic influence of incentives upon performance, we hypothesize that the results of the

12 1t should be noted that in the existing literature on extrinsic incentives, the discussion of negative
incentives is much smaller than the discussion of positive ones and few studies have tried to connect
between the two.
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experiment we use in order to answer our main research question, could go in one of two
ways. Either that they will replicate the findings of the original experiment and demonstrate
that OK based PA relations induce risk aversion — also in the case of a positive measure,
or that an inverse effect will take place, meaning that OK based PA relations will induce a
risk seeking behavior when the measure employed by the principal is positive. In other
words, it is possible that anticipated outcome knowledge increases the weight of outcomes
in foresight judgement of agents, yet the particular outcome whose weight is enhanced is
determined by the type of measure expected to be employed by the principal.

The experiment used in this study was based on the original one, only alternating
the principals” measure from a negative one to a positive one. Following, | will elaborate

in more detail, the research design of this experiment.

Participants and design

83 students from the Hebrew University in Jerusalem participated in this experiment. The
students, aged 25.8 years on average, consisted of 44 females and 39 males, and came from
diverse academic disciplines such as social sciences, humanities and law. These students

had voluntarily signed up for the experiment, advertised on billboard notices.

This experiment replicated the structure of the original experiment described in
Study 1, with the only difference that in the two treatment groups the principal was able to
reward (rather than sanction) the agent. Given that gains carry about 0.5-0.25 the weight
of losses (Heath et al. 1999, Kahneman & Tversky 1979, Kahneman et al. 1990, Soroka
2006, Tversky & Kahneman 1991, 1992), the size of the reward in this experiment was

calculated to be twice the size of the fine in the original experiment.

Participants were randomly assigned to one of three experimental conditions: (1)
Control group (N=22); (2) No-OK + reward option (N=30); (3) OK + reward option
(N=31). All subjects were told that they were to participate in an investment game with
two players — an investor and a partner. Subjects drew a slip of paper indicating their role

in the game, thus laboring under the impression that the roles were assigned randomly. In
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actuality, all the notes were inscribed “investor,” and the subjects were told that their
respective partners were in an adjoining room. Each participant received NIS 50 (about US
$14.5) and was told that this endowment was now jointly owned by herself and her
"partner.” Next, participants were informed of the conditions of the game, which varied
depending on the experimental treatment to which they were assigned. As an "investor,"
each participant was then asked to choose between two alternatives: either to invest the
NIS 50 with a 50% chance of receiving NIS 80 (US $23.2) and a 50% chance of receiving
NIS 20 (US $5.8), or not to invest the money at all. Subjects were told that, irrespective of
the outcome, the payoff would ultimately be divided equally between the investor and her
partner, thus making the investor's decisions relevant for both. These explanations were

identical for all three experimental conditions.

The independent variable — availability of outcome knowledge — was manipulated
using three experimental conditions. In the control condition the investor acted on behalf
of herself and her putative partner, and the partner had no power to reward the investor in
any way. In the PA relations without outcome knowledge condition (no-OK) the putative
partner had the option to reward the investor with 20 NIS (equivalent to about $5) after
learning about her decision, but crucially, before learning the outcome of her decision. This
condition enabled us to distinguish between a principal-agent relationship which is based
on the decision alone and a principal-agent relationship which is based on the decision and
its outcome. The PA relationship with outcome knowledge condition (OK) is identical to
the no-OK condition, but the putative partner had the option to reward the investor after
learning the outcome of her choice. The structure of each experimental condition was
explained orally and graphically to each participant before starting the investment game.
The experimental conditions are described in detail in Appendix D. Our main interest was
the difference between the proportions of risk taking under the OK condition compared

with no-OK condition.
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Results

The average proportion of risk taking for all subjects was 63.9% (N=83) and the proportion
of risk taking among all three conditions was similar and demonstrated no significant
difference: (y>= 1.36, p = .85) 59% in the control condition, 66.6% in the no-OK condition
and 64.5% in the OK condition. Therefore, in relation to the two hypotheses stated above,

we didn't find support for either of them through the results gained in this experiment.

Discussion

The foresighted outcome effect we demonstrate in this dissertation is theoretically
explained by an agent's expectation that his principal will be overly affected by the
outcomes of his choices when judging his decision in retrospect. However, while in the
original experiment the outcome of concern was negative due to the sanction measure held
by the principal, in the current study the outcome of concern is positive due to the reward
measure held by the principal.

The findings of the present study, which reflect the influence of a positive reward
held by the principal on the foresighted judgment of an agent, are consistent with
Kahneman and Tversky's prospect theory. This theoretical framework suggests that
decision making is more driven by potential losses, than it is by gains, or the ratio of the
two (e.g, Kahneman & Tversky, 1981). For this reason, as mentioned above, we increased
the size of the reward in this experiment to be double that of the fine used in the original
experiment in order to meet the assertion that gains carry about 0.5-0.25 the weight of

losses.

In accordance with the prospect theory, the sanction option that was introduced in
the first study had a 'disciplining’ effect on agents. Those participants, who knew they
would be judged not only upon the merit of their choices but also on the results of their
choices, were afraid of loss due to the sanction option held by their principal, and therefore
demonstrated risk averse behavior. On the contrary, in the current study, where the
principle held a reward as the PA measure, the fear of loss was less apparent and therefore
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opened the way for more risk-taking behavior that didn't take into account the outcome

knowledge available to the principal.

Another explanation for these results which complements the prospect theory's
view, lies in understanding the negative influences of financial incentives, as discussed in
the literature overview at the beginning of this chapter. In continuation, recent literature in
the business discipline suggests a few directions for interpreting the results of the current
study. First, financial incentives are perceived as motivating more effort. This is the effect
usually sought of when companies recommend instituting pay for performance schemes -
people will work harder to achieve a greater financial reward. Yet these interventions have
been found to be effective only if people have enough information to perform their work
effectively (Pfeffer and Sutton, 2006). In analogy to our study, perhaps participants
constructed their behavior while assuming they would deserve a reward for their efforts -
translating into the current study can mean refraining from the safe option and taking the
risk. Second, financial incentives have been found to have a potent impact on performance,
but not necessarily in the positive manner that executives anticipate. One example is
evidence demonstrating that making mistakes in pay can cause people to withhold
discretionary effort, ideas and information and can therefore fuel unwanted turnover
(Pfeffer and Sutton, 2006). Third, and in continuation to the previous aspect, financial
incentives have been found to signal what is important and focus people’s attention on those
dimensions. While there is a positive side to this finding - the notion that incentives can
powerfully shape behavior, there's a negative side as well which occur when parties of
authority don't fully understand the implications and subtleties of the behavior shaped. For
example, if people enroll in a certain job for the purpose of earning money alone, they will
do what it takes to achieve this goal while disregarding other important factors. In this
regard, simple signals can damage when there are multiple, interrelated dimensions of
individual performance. In our study, it is possible that participants constructed their
behavior while concentrating on the reward alone, without taking into account other

dimensions of the PA relations, especially their principal’s reliance on outcome knowledge.

Previous studies have shown that OK-based principal agent relations engender risk
aversion of accountable agents. Study 3 has also ruled out an alternative explanation that
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this risk-averse behavior stems from the agents’ motivation to minimize their principals’
ability to compare the outcome of their chosen choice with the outcome of the foregone
alternative; and study 4 has demonstrated that OK based PA relationships act differently
under negative and positive contexts. More specifically, that only a sanction measure held
by the principal, brings to a risk averse behavior in the foresight judgment of the agent.
After establishing these findings, we next attempt to better understand the underlying
mechanism of the foresighted outcome effect. It is plausible that the agent’s decision, when
no outcome knowledge is available to the principal is based on her personal preference,
and her naive belief about the principal’s risk-preference. Research on naive beliefs
regarding others’ risk preferences suggests that people are prone to perceive others as more
risk seeking than themselves (e.g. Hsee and Weber, 1997; Kogut and Beyth-Marom, 2008).
Indeed, subjects in the control and no-OK conditions were characterized by a relatively
high rate of risk taking. Conversely, we propose that in the OK condition agents expect that
their evaluation will be based on the outcome of their choice, rather than on its adherence
to the risk preferences of the principal. Under such an outcome-based evaluation regime,
we assume that agents in the OK condition follow the maximin principle (e.g. Kameda et
al. 2016), in the sense that they are primarily motivated by their hope to avoid a loss than

by their eagerness for a gain. This hypothesis was tested in Study 5.
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Study 5: What is the psychological mechanism underlying the
foresighted outcome effect?

The foresighted outcome effect we point to in this dissertation refers to a situation in which
agents become risk averse in their decision-making strategy, when they expect their choices
to be judged by their principals retrospectively, based on outcome knowledge. The aim of
this present study is to understand the reason for this behavior and thus simply asks: what

is the psychological mechanism underlying the foresighted outcome effect?

We hypothesize that when considering risky choices under uncertainty within OK-
based principal-agent relations, decision makers are more affected by their assessment of
the probability of a negative outcome than of a positive outcome. Thus, the role of
subjective perceptions of losing in the choice between a safe and a risky option is greater

under OK-based principal-agent relations, than when no OK is expected.

Contrary to the laboratory experiments we employed until now in previous studies,
this current study is different as it is based on hypothetical scenarios which asked
participants to provide their evaluated decision making to the descriptions of the scenarios

played out in these preceding studies.

Participants and Design

Ninety-four education undergraduate students from the Ben-Gurion university in Beer
Sheva participated in the study (83% females, mean age 24.44, SD=3.27). Participants
received a short questionnaire and were asked to complete it one page at a time (see
appendix E). On the first page they w ere asked to imagine that they were participating in
the investment game described in the original experiment of study 1. They were randomly
assigned to one of two principal-agent conditions: (a) no-OK, in which the partner could
sanction the investor by imposing a fine after learning about her choice but before getting
to know its outcome (N=45), and (b) OK, in which the partner decided whether to sanction
after learning the outcome (N=49). After reading the description of the investment game,

participants in both conditions were asked to rate, on a visual analog seven-inch scale
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ranging from "no chance at all" to "full certainty," the likelihood of winning and of losing
if they were to choose the risky option — according to their subjective assessment. These
two questions appeared on two separate pages, and their order was counterbalanced
between subjects. Finally, on the last page of the questionnaire, participants were asked to
choose between the safe option (keeping the 50 NIS) and the risky option (50% chance to
win 80 NIS and 50% chance to win only 20 NIS).

Results

In line with hypothesis 1 and the results of Studies 1 and 3, results of a chi-square analysis
reveal a significant difference between the percentage of participants who chose the risky
option under the no-OK and the OK conditions (y?= 5.49, p = .023): 69% and 45%,

respectively.

Results of an independent t-test reveal no significant difference between the OK
and no-OK conditions in the assessments of the probability of either winning (M=4.28,
SD=1.38 in the OK condition and M=4.00, SD=1.39 in the No-OK condition; t(92)=1.00,
NS) or losing (M=3.35, SD= 1.37 in the OK condition and M=3.61, SD=1.37 in the No-
OK condition; t(92)=.92, NS).'® We next examined the role of the perceived probability of
winning and losing in participants’ choice between the safe and the risky option under the
OK and no-OK conditions. A logistic regression analysis was conducted on participants'
choices, with the OK condition, winning and losing probability evaluations, as well as all
interactions between these variables as predictors. The results proved significant (y?=
27.13, p = .001, R square=.25). Besides the reported effect of manipulating OK, both the
interactions between OK and the winning probability and between OK and the losing
probability significantly contributed to the model (b=2.85, p=.049 and b=4.32, p=.037 for
the interaction with winning and with losing probabilities, respectively). According to the
recommendation of Aiken and West (1991) and of Dawson and Richter (2006), these
interactions are plotted in Figures 5 and 6 one SD below and one SD above the mean of

winning and of losing evaluations for the OK and the no-OK condition. As can be seen in

13 The order of the questions did not significantly affect the evaluations of winning and losing likelihoods,
hence the analyses did not take question order into account.
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Figure 5, the association between the subjective probability of losing and risk-taking is
stronger in the OK condition, compared to the no-OK condition. Participants who evaluated
the likelihood of losing as low were more likely to choose the risky option in both the OK
and no-OK conditions. However, participants who evaluated the likelihood of losing as
high avoided the risky choice mostly in the OK condition. Similarly, participants who
evaluated the likelihood of winning as high were more likely to choose the risky option in
both the OK and no-OK conditions. However, participants with lower expectations of

winning tended to avoid the risky option, especially under the OK condition.

Logistic regression analyses on participants' choices conducted on each of the
experimental conditions separately, with winning and losing evaluations as predictors,
reveal no significant results in the no-OK condition (>=1.89, NS). However, under the OK
condition the model was significant (y>=15.75, p=.001), albeit only for the strength of
losing evaluations (B=-1.49, p=.03); the contribution of winning evaluations to the model
was not statistically significant.
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Figure 5: Probability of choosing the risky option under the OK and no-OK conditions as
a function of subjective evaluations of the losing probability; according to the
recommendation of Aiken and West (1991) and of Dawson and Richter (2006), the
interaction was plotted one SD below (2.11) and one SD above (4.85) the losing- evaluation
mean in each condition (M=3.48; SD =1.37).

Note: Dashed vertical line represents mean losing/winning-likelihood and dotted lines represent one
SD below and above the mean (see: Dawson & Richter, 2006). Error bars are +1 SE.
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Figure 6: Probability of choosing the risky option under the OK and no-OK conditions as
a function of subjective evaluations of the winning probability; according to the
recommendation of Aiken and West (1991) and of Dawson and Richter (2006), the
interaction was plotted one SD below (2.76) and one SD above (5.54) the winning-
evaluation mean in each condition (M= 4.15; SD= 1.40).

Note: Dashed vertical line represents mean losing/winning-likelihood and dotted lines represent one
SD below and above the mean (see: Dawson & Richter, 2000). Error bars are £1 SE.

Discussion

The results of Study 5 replicate the pattern that was found in Studies 1 and 3 in the context
of a hypothetical scenario, whereby OK decreases risk-taking. This phenomenon, which
we have termed, the foresighted outcome effect, refers to an agent’s assumption that her
decision, although made under uncertainty would be judged by its outcome, therefore

swaying the agent’s ex-ante choice.

The results of this study also suggest that subjective evaluations of the probability

of losing play a greater role in decisions under the OK than under the no-OK condition.
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Knowing that one's decision will be evaluated based on its outcome appears to increase the
weight of the perceived likelihood of losing in the decision, which in turn decreases risk-
taking. It should be emphasized that these findings were obtained from the described
scenarios of the original experiment which equipped the principal with a sanction measure
as a mean to hold his agents accountable. Thus, when reflecting on study 4 which aimed at
examining an agent’s behavior when knowing that his principal is equipped with a reward
measure, it seems reasonable to assume that no greater weight was assigned to the
anticipated loss under such OK based PA relations. Therefore, the findings of the current
study may explain why in study 4 the fear of loss was less apparent and thus opened the
way for a more risk-taking behavior that didn't take into account the outcome knowledge
available to the principal. In other words, the aggregated findings emphasize the
importance of distinguishing between the two types of OK based PA relations. The
foresighted outcome effect relates to the first type in which the principal is equipped with
a negative sanction measure and is explained by the increased weight of the perceived

likelihood of losing in the decision.

We note that subjective probabilities of losing in the lab may differ from subjective
priors of bureaucrats in realistic settings, as the latter often possess vast stores of
information on probable outcomes that likely shape their likelihood estimations. However,
in order to mitigate this external validity concern, our setting explicitly provides full
information regarding the objective probability of losing/winning. Despite this
information, subjective probabilities were found to vary, and were predictive of agents’
choices.

We also note that self-report ratings of perceived probability of losing could reflect
general anxiousness and pessimism. Thus, future research should use different scales to

measure this concept or to manipulate it to examine causality.
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General Discussion

In December 2019, in the city of Wuhan, China, a novel coronavirus infectious disease
(COVID-19) had begun to spread and quickly caused a nationwide outbreak.* Soon after
the outbreak in China, global air transport carried the virus to all continents and according
to the World Health Organization, by October 2020, it had been established in 235
countries all over the world.® 38,394,169 cases of COVID-19 have been confirmed,
including 1,089,047 deaths. COVID-19 is a pandemic affecting many countries globally.

At this time, intensive scientific endeavors take place worldwide, aiming to develop
a specific vaccine or treatment for COVID-19. Meanwhile, in their absence, policy makers
all over the world engage in critical decision making which aims at slowing down
transmission and reducing mortality associated with COVID-19. These decision-making
procedures need to be carried out very rapidly on the one hand, but on the other, while
coping with challenging circumstances of uncertainty, inadequate scientific knowledge of
the virus (for example, limited understanding of the epidemiology of this disease) and other
medical information.'® These decision making processes are complex due to the constant
requirement to consider and weigh different factors which many times contradict each
other, including first and foremost public health, but also the preservation of the economy,

and civil rights concerns.

Across the world, these decision-making procedures led to the implementation of
different control measures, such as testing, isolation and care for all patients, tracing and
quarantine of all contacts, public health and social measures at individual and community

levels.t” However, aside from these, more extreme measures have also been implemented,

14 COVID-19 spreads primarily through droplets of saliva or discharge from the nose when an infected
person coughs or sneezes. It appears that the virus affects different people in different ways. While most
infected people will develop mild to moderate respiratory illness and recover without hospitalization or
special treatment, older people and those with underlying medical problems are more likely to develop
serious illness.

15 https://www.tandfonline.com/doi/full/10.1080/09669582.2020.1758708

16 Such medical information includes, for example, questions regarding the characteristics of the virus: its’
origin, ways of transmission and spread, its’ survival on different types of surfaces, the climate’s influence,
the differentiation of populations under the question of who is more at risk for infection, the possibility of
being re-infected, and so forth.

1 World Health Organization, considerations in adjusting public health and social measures in the context
of COVID-19, Interim Guidance, 16 April, 2020.
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including for example: lockdowns, strict curfews (with the exception of enabling the
purchase of food and medicine), and the use of surveillance and monitoring technology in
order to extract information about the movements of those who have been diagnosed with
the virus as well as the people who surrounded them.

Throughout this global emergency, the public discourse plays a vital role in which
people can voice their concerns and form opinions about the decisions made as they
influence almost every aspect of civilian life. In Israel, amongst the first countries to have
implemented drastic measures which attempted to slow down transmission, one of the
criticisms raised towards Prime Minister Netanyahu and the Ministry of Health, was that
their risk-averse decision-making strategy was guided by the thought of a future scrutiny.

Following are a few examples of quotes from the media, manifesting such speculations:

“The minister of health was right in one thing: publicizing the forecast of thousands
of deaths, and then later - tens of thousands of deaths, was an extreme step. I/t wasn'’t
coincidental, of course. It was Netanyahu'’s way (via Bar Siman-Tov), to defend himself
from a future commission of inquiry, to clarify that he was the first to identify the risk and

to caution the public from it...”
- (Haaretz, May 19™, 2020)

“From Litzman and other heads of the health systems’ point of view, it is better to
be more severe. Why? Because a commission of inquiry wouldn’t be appointed following
an aggressive and unnecessary conduct, wasting economic resources because of the
Coronavirus. However, a commission of inquiry might be appointed if lesser measures

would be implemented. *
- (Globes, 11/3/20)

“Every day, many decisions are being made, deeply influencing Israeli Society.
Therefore, we assume, that on the day following the crisis, different governmental systems,
the legal one amongst them, will be asked to scrutinize the state’s conduct, in order to draw
conclusions. In addition, it might be that different authorities will open legal proceedings

concerning procedural decisions that were made for the benefit of managing the crisis.
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Therefore, we ask to start preparing for the best legal defense of the state and the different

ministerial offices...”

- (An internal message that was sent by the ministry of
justice to its legal advisers and was published in
Haaretz, 30/3/20)

It is too early to know, however, is it possible that the conservative and severe
approach adopted during this crisis by Prime Minister Netanyahu, along with the heads of
the ministry of health, were guided, amongst other considerations, by the fear of future
scrutiny? At the moment this thought is only speculative, however throughout this
dissertation | have shown that this phenomenon indeed exists: decision makers tend to
become risk-averse when they expect their decisions to be judged in retrospect, based on
the outcomes of their decisions. This phenomenon, which we termed the “foresighted
outcome effect” may be witnessed not only in times of crisis but also in more routine

decision-making processes as they take place in day to day life.

Main findings

The five studies described in this dissertation examined how the awareness that an agent’s
decision will be evaluated by his principal according to its outcome, affects risk-taking.
These studies examined behaviors motivated by the possibility of actual monetary gain and
loss (studies 1,3&4), and participants’ evaluations based on descriptions of the scenarios
played out in the preceding studies (study 5). Study 2 examined expert decision makers’
evaluations based on descriptions of scenarios from their professional lives. Both studies 2

and 5 did not include monetary incentives.

The results of our studies reveal a consistent pattern, according to which outcome
knowledge-based principal-agent relations decrease risk-taking. This effect was found
among laypersons (in the laboratory) and experts (in the field), in settings of real
investment games and in hypothetical scenarios. This effect also holds when forgone

information is available, thus allowing us to reject regret avoidance as an alternative
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explanation. However, no such finding was observed when principal-agent relations are

founded on strictly positive rewards.

The differences in risk taking under the no-OK and OK conditions in four out of
the five experiments which employed a sanction measure indicate the presence of what we
term the foresighted outcome effect. It is the assumption that her decision, although made
under uncertainty, would be judged by its outcome, that in all likelihood swayed the agent’s
ex-ante choice. The mechanism underlying this effect, as found in Study 5, is the greater
weight assigned to the anticipated loss under outcome-knowledge based judgement. While
it is psychologically plausible that the fear of losing out may keep people from taking risks
in a wide range of situations, our results specifically show that the perceived probability of
sustaining a loss becomes more strongly associated with the behavioral choice under OK-
based principal-agent relations, when the agents’ decision will be evaluated after its

outcome has been revealed to the principal.

As discussed in the introductory section, principal agent relations aren't
symmetrical and congruent in their goals, interests and informational possession. While
this asymmetry usually leans towards the side of the agent, who enjoys an informational
advantage, the judgment of her performance usually leans towards the side of the principal,
as she enjoys the benefit of outcome knowledge. The possession of such outcome
knowledge renders the agent, therefore, to be susceptible to outcome bias. When the agent
knows that the principal's decision regarding a sanction will not be based on outcome
knowledge, her choice is guided by her own preference and her evaluation of the principal’s
preferences. Yet when the agent knows that the principal will decide whether or not to
sanction her after the outcome knowledge becomes available, she expects the principal's
tendency to impose penalties to be guided more strongly by the occurrence of the adverse
outcome, rather than by the merit of the choice taken — and as a result displays stronger

risk aversion.

It is interesting to mention that the foresighted outcome effect was observed only
when the principal was equipped with a negative sanction measure. Study 4, which was
conducted in order to symmetrically test for the influence of a positive measure held by the

principal on the risk-taking behavior of agents, didn’t exemplify the effect. In other words,

79



outcome knowledge principal-agent relations increase risk aversion of agents only in the
context of a negative measure. The fact that we didn't find an effect in a positive context
allows for two distinct interpretations; either that principal-agent relations act differently
under negative and positive contexts or that principal-agent relations act differently in the
context of outcome knowledge. To the best of our knowledge, no literature differentiates
between positive and negative principal-agent relations. However, from the literature on
positive and negative incentives, we learn that punishments and rewards do not have
parallel influences on behavior. That may explain why in contrast to the risk averse
behavior we observed when the principal was equipped with a sanction measure, we didn’t
find a risk seeking behavior when the principal was equipped with a reward option. In this
regard, an interesting question to ask in future research is how will an agent’s risk behavior

be shaped when knowing that his principal’s preferences encourage risk taking.

The fact that we didn’t find a risk averse behavior, as suggested by our alternative
hypothesis, lies, as we mentioned earlier, in the underlying psychological mechanism of
the foresighted outcome effect — as found in Study 5. Knowing that one's decision will be
evaluated based on its outcome appears to increase the weight of the perceived likelihood
of losing in the decision, which in turn decreases risk-taking. However, while a reward was
used as a principal’s measure of holding his agents accountable, it seems reasonable to
assume that no greater weight was assigned by agents to the option of losing in the decision

choice.

Implications

The findings gained from all of the studies presented here, carry important implications for
many social and political settings and are of particular relevance to individuals who face
the need to take decisions under uncertainty in their professional life, including politicians,
medical doctors, managers, engineers, etc. Our results point to a decrease in risk taking,
however, a question remains regarding this findings’ influence upon the quality of the
decisions made. Given that the safe and risky options in our studies had equal expected
value in the decision process, we currently cannot determine whether the foresighted

outcome effect entails positive or negative consequences for the quality of decisions.
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However, it seems as if the answer to this question isn’t so simple. As in many occasions
of behavioral variance, the answer to such a question might be dependent upon the
situational and dispositional correlates which may influence the quality of the decisions

made under outcome-based judgments in principal-agent relations.

On the one hand, our results indicate that decision-making processes in such
situations may be fraught with a fundamental problem. Not only is a retrospective
evaluation of others’ behavior open to outcome bias, but individuals who know that their
decisions could be subject to such an evaluation are likely to behave defensively, following
a pattern which mirrors the biased evaluation. Therefore, when it comes to corporate and
institutional settings, it is possible that decision-makers, in their eagerness to avoid
criticism, blame or sanctions, may all too readily sacrifice objectivity and professionalism.
While this socio-political phenomenon is well documented (Hood, 2011), the current work
reveals that its main catalyst in principal-agent relations may be foresighted outcome

knowledge.

On the other hand, is it possible that the foresighted outcome effect may bring
decision makers to engage in more optimal decision-making procedures? Perhaps the
thought of being judged by a principal in retrospect, may bring agents to behave in a risk-
averse manner due to more self-criticalness, thoroughness, and carefulness in their
decision- making procedures (Lerner and Tetlock, 1999). Moreover, such an expectation
may bring decision makers to invest more resources in the decision-making process and to

put more efforts into justifying the decisions made.

A dominant field which may assist in exemplifying the implications of the
foresighted outcome effect is that of defensive medicine. Defensive medicine is defined as
a deviation from sound medical practice that is induced primarily by a threat of liability
(Hershey, 1972; Klingman et al, 1996). Some scholars even state that the aim of defensive
medicine is protecting the physicians themselves from liability rather than actually
advancing care of patients (Pellino and Pellino, 2015). Before illustrating the implications
of the foresighted outcome effect on the basis of this example, I will first provide a short

introduction of this phenomenon, outlining its main characteristics and manifestations.
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Studdert et al (2005) wished to study the prevalence and characteristics of defensive
medicine among physicians practicing in high liability specialties in the United States. Six
specialty areas of met this criterion: emergency medicine, general surgery, orthopedic
surgery, neurosurgery, obstetrics/gynecology and radiology.

824 physicians from these specialties answered a survey in which they were asked
to rate on a four-point scale how frequently concerns about malpractice liability brought
them to engage in two distinct types of defensive practices: assurance behavior and
avoidance behavior. Assurance behavior included the following four forms: (1) ordering
more tests than medically indicated; (2) prescribing more medication than medically
indicated; (3) referring to specialists in unnecessary circumstances; and (4) suggesting
invasive procedures against professional judgment. Forms of avoidance behavior included:
(1) avoiding conducting certain procedures or interventions; and (2) avoiding caring for

high risk patients.

The results of this survey revealed strong evidence for the existence of defensive
behavior. 93% of the respondents reported that they sometimes or frequently engage in one
of the six forms of defensive medicine outlined in the survey. “Assurance behavior” such
as ordering more tests, performing diagnostic procedures and referring patients for
consultation was very common. In addition, avoidance behavior was also found to be
prevalent. Many respondents (42%) reported that they had restricted the scope of their
clinical practice because of liability concern. These restrictions included, for example,
eliminating procedures prone to complications and avoiding patients who had complex

medical problems or were perceived as litigious.

In this regard, defensive medicine may be seen as a symptom of the overall
phenomenon we point to in the foresighted outcome effect. Put in our terminology, when
physicians expect their clinical decision making to be judged in retrospect (litigation
phase), they become more risk averse and use a conservative approach in their ex-ante
decision-making process (the diagnostic and treatment decision phase). On the one hand,
this risk-averse approach, might sway a physician’s judgment from leaning on objective
measures and sound medical indications aimed towards the benefit of the patient, to acting

defensively mainly for the benefit of the physician, due to concerns and perceptions about
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medical liability. In this regard, the foresighted outcome effect we found in our studies may
serve as a mediator to understand better the phenomenon of defensive medicine: A
physicians’ fear of litigation, gives rise to the option of an adverse outcome in risky
decisions, and thus brings the physician to engage in conservative, risk-averse, decision

making strategies.

This type of defensive behavior may lead, therefore, to sub-optimal decision
making, a situation which entails costs of different kinds. For example, ‘“assurance
behavior” (supplying additional medical services of marginal or no medical value with the
aim of reducing adverse outcomes) adds to health care costs and increases unnecessary
invasive procedures which create significant risks of patient harm. Furthermore, false-
positive results associated with low-yield diagnostic testing may also have effects on the
quality of treatment, particularly when ambiguous findings produce emotional distress and
necessitate additional invasive or hazardous procedures; Defensive medicine also
influences interpersonal quality of care and the patient-physician relationship as some
physicians may react with suspicion, confrontation and abandonment (Studdert et al, 2005).
Defensive medicine also holds implications for health access. The survey conducted by
Studdert et al (2005) revealed that many physicians engage in “avoidance behavior”
(reductions in scope of practice). This behavior may have a substantial effect on access,

especially in places where alternative sources of care are limited, such as rural areas.

On the other hand, defensive medicine, under certain circumstances, may also lead
to more optimal decision-making. The same assurance behaviors (otherwise termed —
“positive defensive medicine”) detailed above in the negative context, which include for
example additional diagnostical testing and referral of difficult cases to more specialized
physicians or better equipped hospitals, were at certain times not harmful to patients, and
even beneficial. In this sense, these acts may be quality enhancing (Tancredi and
Barondess, 1978; Studdert, 2005). Also, as for physician-patient relationship, defensive
medicine may lead to a situation in which physicians spend additional time with patients

and provide more complete information about treatment risk.

Therefore, as mentioned above, while it seems as if the foresighted outcome effect

leads to mainly negative consequences, a question remains whether under certain
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circumstances this effect may increase the quality of the decisions made. We suggest

further research to address this important question.

Possible ways of mitigating the foresighted outcome effect within practical
frameworks

Despite the question left open regarding the influence of the foresighted outcome effect on
the quality of the decisions made, understanding this effect and decreased risk taking
associated with it, may in itself be valuable enough in order to be translated into a practical
framework within organizations and institutions. In this regard, can organizations and
institutions who wish to encourage more risk taking within their workers, use the
foresighted outcome effect in order to elicit intervention measures aimed at pursuing their
goals? In the next section | will attempt to illustrate how the understanding and
acknowledgment of the existence of the foresighted effect may assist in this regard.

As | have shown throughout this dissertation, the foresighted outcome effect causes
agents to become risk averse in their decision-making behavior when expecting to be
judged by their principals retrospectively, based on the outcomes of these decisions. As
study 5 has shown, the underlying mechanism of this effect, is the greater weight that
agents place on the possible occurrence of an adverse outcome. However, since judging in
retrospect is probably inevitable in many working environments, these approaches will
attempt to mitigate the effect from a different angle — from differently structuring principal-
agent relations and the organizational culture within which they take place. It is important
to emphasize that these approaches haven’t been examined empirically but rather serve as

initial thoughts for possible future research.
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Changing the perception of mistakes

One possible way of mitigating the foresighted outcome effect within principal-agent
relations as they take place within organizations, may begin in changing the perception of
adverse outcomes (or mistakes) in the working environment. Instead of fearing the
possibility of a mistake, to perceiving such a mistake as inevitable and as part of a learning
process. Research in social psychology has demonstrated how specific interventions could
help individuals cope with such setbacks. These interventions lean on an important

categorization of mindsets as these react differently to errors and failures.

Mindset theory proposes that individuals hold different beliefs about the
malleability of human attributes, such as intelligence, talent and abilities (Dweck, 1999;
Dweck and Leggett, 1988). Individuals who believe their talents aren’t static and can be
developed through hard work, good strategies and input from others are perceived to have
a growth mindset; while individuals who believe that their intellectual abilities are
immutable are perceived to have a fixed mindset. These beliefs have been found to be allied
with different goals. Individuals with fixed mindsets usually pursue performance goals
which aim at gaining favorable judgments of their competence, whereas individuals with a

growth mindset usually pursue learning goals which aim at increasing their competence.

Research has shown how such assumptions of personal abilities impact how
individuals view adverse outcomes or mistakes (Dweck, Chiu and Hong, 1995). Those with
a fixed mindset perceive a failure as indicating a lack of ability and thus when faced with
criticism or setback, experience self-doubt and negative emotions since their view of
themselves as capable and talented is threatened. On the contrary, those with a growth
mindset see a failure as an opportunity to develop and improve, in order to gain more skills
in places they have endured difficulty (Dweck, Chiu and Hong, 1995; Klein et al, 2016).

Equipped with the understanding of how different mindsets influence the
perception and response type to adverse outcomes, an interesting approach to mitigating
the foresighted outcome effect within organizations might be through interventions which
aim at encouraging a growth mindset — in the workers (agents), in their respective managers

(principals), and in the organizational culture within the workplace.

85



Research has shown that teaching a growth mindset can be achieved through
different interventions, some of them very simple, such as orientations or workshops. These
interventions may lean on scenarios of others learning from setbacks (Klein et al, 2016) or
on how feedback can be provided after errors are made. In this sense, learning is likely to
be greater if learning exercises take place in environments which perceive errors as
common and inevitable. From the point of view of the agent these interventions aim at
assisting agents to cope with failures and setback in order that these occasions become less
threatening and more of a learning and growing opportunity; from the point of view of the
principal these interventions aim at educating him to look into the process under which
such decisions were made and not to place all the focus on the outcome in the judgment
phase. Such a retrospective feedback should look into the efforts and behaviors that led to
positive outcomes on the one hand and praise learning procedures from mistakes on the
other; and last — from the point of view of the organizational culture as a whole — this
should foster a growth mindset through incentivizing risk taking and personal
development, while at the same time adopting a lenient approach towards errors and
setbacks. Such a combination between growth mindset workers, growth mindset principals
and a growth mindset culture within an organization may shift the weight assigned to

adverse outcomes and to instill a more resilient response to error.

In sum, adopting a growth mindset within an organization may increase workers'
motivation to approach more challenges, to take more risk, to act less defensively and to
cope better with constructive criticism. Part of the reason being the shift made in the
perception of errors and failures: from something to avoid to the understanding that errors
are inevitable and part of any learning process.

Debriefing as a learning tool

The previous approach, which made use of the growth mindset concept, has offered to
change the perception of adverse outcomes from something to fear to being part of a
learning process. Simple interventions have been exemplified in order to achieve such an
aim, including the provision of feedback opportunities following times when errors are
made. This current approach wishes to broaden the latter point and to offer a reflexive

organizational learning model based on a debriefing technology which will take place not
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only following adverse outcomes, but also following positive outcomes. In this manner,
we speculate, the focus placed on outcomes may be reduced in favor of a more effective
learning process in the organizational context. In more detail, a post-action reflective
analysis (‘debriefing’) stage which is automatically assimilated as part of a learning
process, regardless of the outcome, may serve two goals: compensate for the binary
reflection of failure or success in favor of a more complex investigation of the decision-
making process which underlay a certain event - one which looks at the event as a whole
and identifies the positive and negative aspects within it, and reduces or even eliminates
the fear of future scrutiny as such a retrospective investigation takes place anyhow for the

purpose of learning.

An example of an organization which implements the debriefing protocol on a
routine day to day basis is the Israeli Air Force (IAF). We will look here into the debriefing
stage, which takes place immediately after combat or training missions have been
completed. These debriefing sessions are led by the mission commander along with the
participation of all team members who have been involved. During this session, the team
examines the extent to which the objectives of the mission were achieved (as they were
discussed before takeoff), events during the flight that promoted or complicated the
achievement of these objectives, the reasons behind their emergence and question how
these might be avoided next time (Vashdi et al, 2007). In short, each debriefing follows a
predetermined sequence in which three fixed questions are asked: (1) what happened? (2)

why did it happen? And (3) what can we learn from this so as to do it better next time?

The central aim of the debriefing routine is to maintain constant improvement and
learning and is based upon a theory of organizational learning formulated by Argyris and
Schon (1978). These scholars defined learning as detection and correction of errors and
made a distinction between two main types of learning: single loop learning which refers
to the process of detecting error without questioning underlying policies; and double loop
learning which involves questioning and changing governing conditions in order to achieve
desired results (Argyris and Schon, 1978). It has been found that in individuals who work

in organizations which implement a double loop learning culture, the degree of
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defensiveness tends to decrease and free choice tends to increase (Argyris, 1976), in his

words:

“The end result should be increased effectiveness in decision making or policy
making, in the monitoring of the decisions and policies and in the probabilities that errors
and failures would be communicated openly and that actors would learn from the
feedback.”

Aside of the Israeli Air Force, a study by Vashdi et al (2007) has attempted to
examine the applicability of the briefing-debriefing technology used in the Israeli Air
Force, in the surgical departments of a major, civilian tertiary center in Israel for the
purpose of preventing adverse outcomes in these departments. Using qualitative
methodologies such as observations of briefings, debriefings and surgeries; pre- and post-
surgery as well as interviews with surgical team members, the researchers attempted to
answer the question how such a structured reflexivity technology might enhance surgical
teams’ quality related outcomes. The results obtained from this research demonstrated
evidence for the existence of two learning processes in the surgical teams which adopted
the briefing-debriefing protocol: single loop learning and double loop learning. The
briefing-debriefing protocol demonstrated that the identification of key issues (in short, the
setting of objectives, following task performance and reviewing the gap between the two)

had a direct impact on quality related team outcome (Vashdi et al, 2007).

Throughout our research we have demonstrated how agents “mirror” their
respective principals’ anticipated outcome bias and adjust their ex-ante behavior
accordingly, by acting in a risk-averse manner. However, could it be that the debriefing
methodology described above, implemented as part of the double-loop learning culture,
will cause agents in such organizations to be less fearful and concerned with the judgment
of possible adverse outcomes but rather more engaged in the decision-making process. To
the best of our knowledge, no literature has investigated the influence of a post action
reflection analysis (which takes place regardless of the outcome) on the risk-taking
behavior of agents. However, given the evidence that supports the debriefing technology
as a learning tool, we speculate on a possible connection between routine debriefings and

increased risk-taking in the decision process. The logic behind this speculation lies in the
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perception of the briefing-debriefing technology not as a blame pointing tool but as a
learning tool that for this purpose, judges an event and its underlying decision-making
processes, in a complex manner - much beyond the simple categorization of success and

failure. We suggest further research to test these hypotheses empirically.

Reason-based choice

A third possible approach to differently structuring principal-agent relations which may
mitigate the foresighted outcome effect, centers around a simple task - the need to provide
explanations for the decision made as part of the decision-making process. We speculate
that if decision makers will be required to justify their decisions with relevant explanations,
their willingness to take risks will increase. We base this hypothesis both from the side of
the principal and from the side of the agent. From the side of the principal who judges in
retrospect, an examination of the decision made alongside the explanations which
supported it, may “revive” within the principal, the circumstances under which such a
decision was made, and thus decrease the biased effect of outcome-based judgment. From
the side of the agent, the need to provide explanations may lead to a more objective
decision-making practice, that perhaps doesn’t fear risk taking if supported by appropriate
explanations. Furthermore, these explanations may serve in order to form preferences
justifiable both to the self and to others. We base this hypothesis on recent studies which

investigated the effect of providing explanations on different aspects of decision-making.

The literature on this topic bears a few names, such as reason-based choice or
implicit reasoning and relates to the way in which reasons that enter into people’s thinking
about a choice influence their decisions (Kivetz, 1999). In the field of consumption
decision-making for example, reason-based choice conception seeks to explain consumer
preferences based on reasons that that are constructed to justify decisions (Shafir,
Simonson and Tversky, 1993). In fact, it has been found that reasons may be used as both
input for choice and as anticipated justifications - for the decision makers themselves and
for others. In addition, reasons may occasionally operate as insurance for the decision
makers from unknown preferences and help in living with the consequences following the
choice (Kivetz, 1999).
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It has been shown that when people think about reasons for their decisions, the
choices they eventually make can be different from when they make choices without
thinking about reasons (e.g Shafir, Simonson and Tversky, 1993). Continuing the example
of the consumption domain, an interesting paper authored by Simonson and Nowlis (2000)
investigated the interaction between explaining decisions and individual differences — need
for uniqueness, on buyer decision-making. The results of this research indicate that asking
consumers to provide reasons for their decisions, shifts their focus from the choice of
options to the choice of reasons (Simonson and Nowlis, 2000). It was also demonstrated
that the requirement to provide reasons had a systematic effect on the choices consumers
made, such as a decreased likelihood of buying products on sale, selecting compromise
options and demonstrating loss aversion. Interestingly and most relevant to the approach
discussed in this section, it was also found that consumers who needed to explain their
decisions were more likely to choose a gamble (over a sure gain) that involves the

possibility of a loss (Simonson and Nowlis, 2000).

Concluding this approach and based upon the reasons detailed above, we find it
worthwhile to examine empirically the effect of providing explanations for the decision
made on the willingness to take more risks in principal-agent relations. This is due both to
the potential of “reviving” the underlying circumstances of the decision made in the eyes
of the principal, thus perhaps mitigating outcome-based judgment, and to an agent’s option
of using such reasoning as input for the choice made and as possible justification in cases

of future evaluation. We suggest future research to explore this hypothesis.

Additional Directions for Future Research

After going into depth regarding possible approaches that may mitigate the
foresighted outcome effect within principal agent relations as they take place within
organizations, we would like to offer additional directions for future research, on the basis

of this research. These won’t be elaborated in detail but rather mentioned more briefly.

The five studies articulated throughout this dissertation examined how the expected

availability of outcome knowledge in principal-agent relations affect ex-ante behavior. We
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concentrated on risk taking behavior and defined the dependent variable in all studies as
such. However, we contemplate that the situation in which an agent is needed to make
decisions while expecting to be judged by his principal in retrospect, may influence other
dependent variables, aside of risk taking. These may include creativity, complexity of

thought and the willingness to approach challenges.

Other directions for future research stem from the notion that the foresighted
outcome effect can’t be thought about uniformly. Continuing this line of thought, it may
be interesting to ask which factors may influence the extent of the foresighted outcome

effect. Initial thoughts about this matter point to the following possible factors:

(1) The timing when an outcome of a decision will become apparent — in the immediate
or distant future? Could it be that the faster outcomes are revealed, the more
considerable is the concern regarding outcome knowledge-based evaluations? A
very relevant and up to date example may be taken from the local ministerial
management of the covid-19 pandemic. While the ministry of health is trying to
promote more severe public measures, the ministry of finance is willing to take
more risks for the sake of enabling economic recovery. Could the difference in
approach be explained by the fact that the data regarding confirmed cases and
deaths becomes apparent rather rapidly while it takes more time for the economic
impact to become clear?

(2) The identities of the principal and the agent: Most real-world decisions are made
in dynamic environments under various PA regimes and we therefore have reason
to believe that the foresighted outcome effect will manifest itself differently. For
example, in the context of shareholders and management or in the context of voters
and politicians. In addition, when several agents are involved and it is difficult to
attribute a specific decision to a specific agent, how does this abstractness influence
the effect.

(3) The size of the risk at stake and the question of how clear or vague the outcome is

as well as how directly can it be related to a specific decision and identity.

More directions for future research may focus on examining the conditions under

which the foresighted outcome effect is more likely to occur. What are the characteristics
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of these contexts and how does the effect size differ between different settings and decision
types? Identifying these situations is important in order to construct ways to mitigate the

effect and to tailor fit effective intervention measures.

Research Limitations

Before concluding the discussion section of this dissertation, | will point to a number of
limitations this research has been subject to. Most of these limitations point to

methodological issues.

This research aimed at coping with a lacuna existing in the literature regarding the
foresighted outcome effect and its influence upon decision making. This lacuna exists, to
our understanding, due to the empirical problem that stems from the fact that it is nearly
impossible to find concrete principal-agent relations without expected outcome knowledge,
which would allow for direct comparison. For this reason, we followed in the studies we
have conducted the advice of Falk and Heckman (2009) and employed five laboratory

experiments to test our hypotheses.

On the one hand, the fact that these experiments were designed simply, ensured us
that the participants fully understood the instructions given and followed them thoroughly.
Also, the fact that in three out of the five experiments participants made their decisions
regarding money they could earn to their private pocket assisted to achieve their genuine
conduct. On the other hand, there is room to conduct these experiments on a larger scale,
possibly with larger sums of money in order to enhance our understanding and provide a
more sensitive perspective on the foresighted outcome effect. Although the sums earned in
the experiments were considerable, especially with regard to the customary payments in
such laboratory settings, perhaps such an experiment played with larger sums of money
might bring the decision makers to consider more earnestly the situation at stake since the

risk level would have also gone up accordingly.

The ‘lab in the field” experiment which was conducted in study 2 provided an initial
assurance for the existence of the foresighted outcome effect outside of the lab. Although
this experiment was carried out on real decision makers in their field (basketball coaches)

and on real scenarios taken from the professional lives on the court, the basis of this
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experiment was still hypothetical. Since this experiment demonstrated consecutive results
to the ones gained from the lab, we have confidence in their validity. However, there is
room to conduct this experiment on a larger sample of basketball coaches or other types of
professional decision makers and perhaps to make an additional methodological leap
forward and to conduct actual field experiments. Examining the foresighted outcome effect
in a field experiment will assure that decision makers aren’t aware that their decisions are

being studied, therefore turning the results to be even more applicable to our context.

Study 5 which aimed at identifying the underlying mechanism of the foresighted
outcome effect, provided participants full information regarding the objective probability
of losing or winning. This was carried out for the purpose of mitigating external validity
concern. However, the subjective probabilities of losing in the lab may differ from
subjective priors of bureaucrats in realistic settings, as the latter often possess vast stores
of information on probable outcomes that likely shapes their likelihood estimations. For
this purpose and in similarity to the previous methodological point, we encourage to
examine this mechanism on samples of real decision makers, without providing probable
outcomes at the outset. Indeed, this wasn’t done through this dissertation; however, as we
see it, it is possible now, since the foundation of the underlying mechanism has already

been laid.

Technically, the experiments were carried out in isolated rooms, with a laptop and
the experimenter alone. While these conditions assured us that minimal background noise
influences the decision making of the participants, a question remains regarding a potential
influence for the presence of the experimenter. This situation has been named in the
literature as the “experimenter demand effect” (Zizzo, 2010). It could be that in the absence
of the experimenter, that participants would have decided differently. In addition, four out
of the five experiments were conducted on university campuses, a setting in which
laboratory experiments are very common and spoken of. We asked participants not to
disclose the contents of the experiment to others, however we have no way of knowing that

all participants came in a clean state, with no prior knowledge.
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Conclusion

Despite the centrality of agency theory to the study of many academic disciplines,
including economics, psychology and public administration, no consideration has been
given so far to the fact that such relationships typically involve ex-post evaluations that
rely on outcome knowledge which are therefore susceptible to outcome bias. Research on
outcome bias has hitherto solely focused on the biased evaluation per se. In a novel
approach which has integrated these two fields of research, the current dissertation has
directed attention to the ex-ante effect of anticipated outcome knowledge on the behavior

of agents.

This dissertation provided the first experimental analyses of the effects of outcome
knowledge in principal-agent relations on the decision maker's ex ante behavior. This
empirical work has been carried in five studies on a total of 413 participants for the purpose
of answering the following research questions: (1) does the expected availability of
outcome knowledge in principal-agent relations affect ex-ante behavior, and if so, in what
way? ;(2) do experts who take part in principal-agent relations adjust their ex-ante behavior
when they expect to be judged after the consequences of their decisions are known? (3)
does the risk-avoidance that results from expected availability of outcome knowledge in
principal-agent relations stems from an agent’s motivation to avoid his principal’s ability
to compare the result of the decision taken with its forgone alternative?; (4) do principal-
agent relations which are based on outcome knowledge behave differently under positive
and negative incentives?; and (5) what is the psychological mechanism underlying the
behavior of agents who expect to be judged based on the availability of outcome

knowledge?

In the first chapter, | addressed the following question: does the expected
availability of outcome knowledge in principal-agent relations affect ex-ante behavior, and
if so — in what way? To answer this question, we employed a laboratory experiment which
was based on an investment game in which subjects were required to make financial
decisions involving a choice between a sure and a risky option, while manipulating two

types of principal-agent relations: with and without outcome knowledge. The findings of
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this experiment revealed that availability of outcome knowledge in principal-agent
relations increases ex-ante risk aversion of accountable agents. We explained this risk-
averse behavior by the participants’ belief that outcome knowledge might give rise to a
judgment different to one likely to be passed in the absence of such information, as under

the no-OK condition.

In the second chapter, | turned my attention to the study of the first research
question on a different population — that of experts, and asked the following: do experts
who take part in principal-agent relations adjust their ex-ante behavior when they expect
to be judged after the consequences of their decisions are known? To answer this question,
we employed a ‘lab in the field’ experiment which was conducted on basketball coaches
from the “Hapoel Jerusalem Youth Basketball Club”, using scenarios from their every-day
professional lives. The results of this experiment revealed that experts, as laypersons,
demonstrate a risk averse behavior in their professional decisions when expecting to be

judged by the outcomes of their choices.

The third chapter of this dissertation wished to take a pause from the ‘outcome
knowledge-based principal-agent relation’ framing, and to test an alternative explanation
to the risk averse behavior we observed in accountable agents until this point. This
alternative explanation was derived from the literature on regret and anticipated regret and
asked the following: does the risk-avoidance behavior that results from expected
availability of outcome knowledge in principal-agent relations stems from an agent’s
motivation to avoid his principal’s ability to compare the result of the decision taken with
its forgone alternative? To answer this question, we replicated the original experiment, only
aside from manipulating outcome knowledge alone, we also manipulated the availability
of information regarding the forgone outcome. The results of this experiment added further
support to our findings established so far and enabled us to reject the possibility that regret
avoidance accounts for them. The results revealed that outcome knowledge-based
principal-agent relations increase risk aversion, even when forgone outcome information

is available.

The three experiments we conducted until this point in time, equipped the principal

with a sanction measure as a mean to hold his agent accountable. In the fourth chapter, we
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wished to examine a symmetrical view and examined the behavior of agents when their
principals were equipped with a positive reward measure. We asked, do principal-agent
relations which are based on outcome knowledge behave differently under positive and
negative incentives? The experiment we employed in order to answer this question was
based on the original one, only altering the negative sanction measure held by the principal
to a positive one. However, the results of this experiment didn’t conform to any
hypothesized behavior, participants didn’t demonstrate risk averse or risk seeking

behavior.

In chapter 5, the closing chapter of this dissertation, we aimed at identifying the
psychological mechanism underlying the risk-averse behavior we observed in accountable
agents and simply asked: what is the psychological mechanism underlying the behavior of
agents who expect to be judged based on the availability of outcome knowledge? Contrary
to the experimental methodology we employed in previous studies, to answer this question
we used questionnaires which included the hypothetical scenario of the original investment
game, followed by questions. The results of this study demonstrated that knowing that one's
decision will be evaluated based on its outcome appears to increase the weight of the

perceived likelihood of losing in the decision, which in turn decreases risk-taking.

The fact that these questions haven't been discussed in the literature is surprising,
given their bearing on several social-psychological phenomena, including the effects of
principal-agent relationships on behavior (Eisehnhardt,1998) and the effects of outcome
knowledge on judgment (Baron and Hershey, 1988; Clarkson, Emby and Watt, 2002). In
probing this issue within principal-agent relations, the current research addressed strategic
prospective behavior that resulted from anticipating outcome knowledge. We termed this
hypothetical social aspect of principal-agent relations “foresighted outcome effect” and
examined its role in decision makers' willingness to take risks. In this sense, | believe that
these five chapters detailed above contributed both theoretically and empirically to the

study of agency theory and outcome bias.

When considering the sort of audiences who could make use and advance the
findings of this dissertation, we point to the following. First, scholars from diverse

academic disciplines such as economics, business, organizational behavior, political
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science, public policy and sociology, as in each of these disciplines there is an extensive
research devoted to agency theory. Moreover, the theoretical integration carried out in this
dissertation between agency theory and outcome bias as well as the empirical contribution
derived from the foresighted outcome effect may assist in structuring differently principal-
agent relations which are based on cooperative behavior but hold different goals and
attitudes towards risk. This understanding may establish new avenues for research in the

different disciplines and domains detailed above.

A second audience which may be contributed from the findings of this dissertation
are social psychologists who study different aspects of outcome bias. One of the
conclusions that Baron and Hershey (1988) pointed to in order to encourage retrospect
evaluators to ignore the outcome when judging decisions is to reanalyze the decision from
the decision makers’ point of view. The foresighted outcome effect which takes place when
agents anticipate being judged in retrospect, after the outcomes of their decisions are
known, may assist in highlighting a different aspect of the effect of outcome bias. It may
assist in illustrating the effect of the bias — not only from the evaluator’s point of view as
he judges a decision in retrospect, but also from the decision makers’ point of view as he
tends to mirror his respective evaluator anticipated biases and shape his behavior
accordingly. Social psychologists may wish to continue this new perspective on outcome
bias in order to deepen the understanding of the factors/conditions under which such

behaviors or actions occur.

A last audience which | would like to mention as potential benefiters from the
findings of this dissertation are practitioners in different domains who need to take
decisions under uncertainty throughout their professional lives: including for example
elected officials and politicians, medical doctors, managers and engineers. Raising
awareness of the foresighted outcome effect we have investigated in this dissertation, may
bring such practitioners to invest more effort in the decision process, as opposed to the
decision outcome. As study 5 has demonstrated - knowing that one's decision will be
evaluated based on its outcome appears to increase the weight of the perceived likelihood
of losing in the decision, which in turn decreases risk-taking. In order to mitigate the

excessive weight placed on the outcome, practitioners may wish to concentrate on the
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decision-making procedure as opposed to the decision-making outcome, and to compare it
with a normative standard. This may include defining the problem well, gathering and
making good use of all the information possessed, considering alternatives thoroughly as
well as assigning proper weights to each consideration and so forth. Each and every one of
these components has a significant influence on the quality level of the decision-making

procedure.
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Appendix A (English)
Control condition

Preliminary explanation

¢ |n the following experiment there are two
participants: “investor” and “partner”

e According to the note you chose, you were randomly
selected to be an investor, and your partner is in the
next room. His role will be explained later.

e At the beginning of this experiment you receive 50
NIS which are divided equally between you and your
partner — 25 NIS for each player.

Stage 1

¢ At this stage you need to choose between two

options / \

Investing the sum with a
Possibility of getting
80 NIS or 20 NIS (50%
chance for each outcome)

Keeping the 50 NIS

¢ The sum of money you receive will be equally divided
between you and your partner.

Stage 2

¢ At this stage we will inform your partner
about your choice.

Stage 3

e If you chose to invest, we will conduct the
lottery and its outcome will be revealed to
you and your partner.
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Stage 4: Making a decision

¢ Take a few minutes and make your decision.

e To remind you, your options are:

Investing the sum with a

Possibility of getting Keeping the 50 NIS

80 NIS or 20 NIS (50%
chance for each outcome;

¢ Thanks for your cooperation!
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Without outcome knowledge

With outcome knowleadge

Preliminary explanation

¢ In the following experiment there are two
participants: “investor” and “partner”

e According to the note you chose, you were randomly
selected to be an investor, and your partner is in the
next room. His role will be explained later.

¢ At the beginning of this experiment you receive 50
NIS which are divided equally between you and your
partner — 25 NIS for each player.

Preliminary explanation

¢ In the following experiment there are two
participants: “investor” and “partner”

e According to the note you chose, you were randomly
selected to be an investor, and your partner is in the
next room. His role will be explained later.

e At the beginning of this experiment you receive 50
NIS which are divided equally between you and your
partner — 25 NIS for each player.

Stage 1

e At this stage you need to choose between two

options / \

Investing the sum with a
Possibility of getting
80 NIS or 20 NIS (50%
chance for each outcome)

Keeping the 50 NIS

e The sum of money you receive will be equally
divided between you and your partner.

Stage 1

e At this stage you need to choose between two

options / \

Investing the sum with a
Possibility of getting
80 NIS or 20 NIS (50%
chance for each outcome)

Keeping the 50 NIS

¢ The sum of money you receive will be equally
divided between you and your partner.

Stage 2

o At this stage we will inform your partner
about your choice.

Stage 3

® Your partner can impose a fine of 10 NIS on
your share of the sum that will be received, if
he/she is not satisfied.

Stage 4

e If you chose to invest, we will conduct the
lottery and its outcome will be revealed to
you and your partner.
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Stage 2

o At this stage we will inform your partner
about your choice.

Stage 3

e If you chose to invest, we will conduct the
lottery and its outcome will be revealed to
you and your partner.

Stage 4

® Your partner can impose a fine of 10 NIS on
your share of the sum that will be received, if
he/she is not satisfied.




Stage 5: Making a decision

¢ Take a few minutes and make your decision.

e To remind you, your options are:

Investing the sum with a
Possibility of getting

80 NIS or 20 NIS (50%
Ichance for each outcome!

¢ Thanks for your cooperation!

Keeping the 50 NIS

Stage 5: Making a decision

* Take a few minutes and make your decision.

e To remind you, your options are:

Investing the sum with a
Possibility of getting

80 NIS or 20 NIS (50%
Ichance for each outcome;

e Thanks for your cooperation!

Keeping the 50 NIS
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Appendix B (English) -

Without Outcome Knowledge

Background

Imagine you are an applicant for a competitive position of a
basketball coach in a top basketball club.

You have reached the last stage of the examination procedure, in
which you were asked to watch a video of a semi-final basketball
game you are not familiar with, during the last critical minutes of
the game.

The video has stopped and you must decide what you would
have done, if you were the teams coach.

Take into account that the judges, whom are watching together
with you, do not know what the outcome of the game was and
will judge you solely by the merit of your decision

Decision making on the basketball court

Game statns
Two minutes to the
end of the game the
score is tied - 81.

The coach of the
team that led the
game until this point
decided to take a
time-out, after the
opponent team ran
during the last 1:40
minutes and scored
7-2, equalizing the
score.

The coach on the
court is deliberating
whether to substitute
between two of his
players.

Player A: A leading and experienced player, season averages: 17.3 Points in 35
minutes per game (56.5% from two-point range, 44% from the three and 91%
from the free throw line) isn’t going through a good evening. Until now he shot
4/15 from the field, turned the ball over a few times and doesn’t seem
concentrated, in general. During his last minutes on the court, he shot % and
turned the ball over once.

Player B: A young but promising player, is currently sitting on the bench.
Season averages: 7.8 points in 20 minutes per game: (31% from two-point
range, 47% from the three and 90% from the free throw line). During the first
half of the game played 8 good minutes: shot % from the field, passed two
assists and stole a ball.

Had you been the teams coach, what would you have chosen to do?

A. To stay with player A
B. To substitute player A with player

Status of the game in the last minutes

Two minutes to the end of the game the score is tied — 81.
The coach of the team that led the game until this point
decided to take a time-out, after the opponent team ran
during the last 1:40 minutes and scored 7-2, equalizing
the score.

The coach on the court is deliberating whether to
substitute between two of his players.

Description of the two players is in the next slide.

Second scenario — game status in last minutes
Four minutes to the end of the game, one of the teams is leading
by only 2 points, after it has already led the game by 11.
The opponents made a 9-0 run during the last 2:40 minutes.
Throughout the game and up to this point in time, the leading
team played a ‘man to man’ defense tactic.
The last 9 points scored by the opponent team during the last 2:40
minutes of the game, and which minimized the gap between the
two teams,
Two of the baskets scored were of three points. The season
average of the opponent team from three-point range is 31%, and
in the current game they scored 7/18 (38%) from that range.
Your team is very familiar with the ‘man to man’ defense tactic or
with the 3-2 zone defense. 3X2

were scored in set offense and not via fast breaks.

128

Now let’s move on to a second scenario

Asin the previous scenario - Imagine you are an applicant for a
competitive position of a basketball coach in a top basketball club.
You have reached the last stage of the examination procedure, in
which you were asked to watch a video of a semi-final basketball
game you are not familiar with, during the last critical minutes of
the game.

The video has stopped and you must decide what you would have
done, if you were the teams coach.

Take into account that the judges, whom are watching together
with you, do not know what the outcome of the game was and
will judge you solely by the merit of your decision




At this stage the coach of the leading team takes a time-out
and he’s thinking weather to stay with man to man or switch
to zone.

Before we end we would like to ask you for some demographic
details for statistical purposes only

Had you been the group’s coach, what would you have
chosen to do?
A. To stay with the ‘man to man’ defense tactic

Thank you for your corporation B. To switch to zone defense
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With Outcome knowledge

Background
Imagine you are an applicant for a competitive position of a
basketball coach in a top basketball club.
You have reached the last stage of the examination procedure, in
which you were asked to watch a video of a semi-final basketball
game you are not familiar with, during the last critical minutes of
the game.
The video has stopped and you must decide what you would
have done, if you were the teams coach.
Take into account that the judges, whom are watching together
with you, know what the outcome of the game was and will
judge you according to your decision and the outcome

Decision making on the basketball court

Game status Player A: A leading and experienced player, season averages: 17.3 Points in 35
Two minutes to the oin tec per game (56.5% from two-point range, 44% from the three and 91%
:::recifs lt';i:dg_agf the from the free throw line) isn’t going through a good evening. Until now he shot
The coach of the /15 from the field, turned the ball over a few times and doesn’t seem
team that led the concentrated, in general. During his last minutes on the court, he shot % and
game until this point turned the ball over once.
decided to take a Player B: A young but promising player, is currently sitting on the bench.
time-out, after the geacon averages: 7.8 points in 20 minutes per game: (31% from two-point
zﬂz:"ec:‘etf:: 1:3 range, 47% from the three and 90% from the free throw line). During the first

ring """ half of the game played 8 good minutes: shot ¥ from the field, passed two
minutes and scored N
7.2, equalizing the assists and stole a ball.
score.
The coach on the Had you been the teams coach, what would you have chosen to do?
court is deliberating

whether to substitute .
between two of his A To stay with player A

players. B. To substitute player A with player

Status of the game in the last minutes

Two minutes to the end of the game the score is tied — 81.
The coach of the team that led the game until this point
decided to take a time-out, after the opponent team ran
during the last 1:40 minutes and scored 7-2, equalizing
the score.

The coach on the court is deliberating whether to
substitute between two of his players.

Description of the two players is in the next slide.

Second scenario — game status in last minutes
Four minutes to the end of the game, one of the teams is leading
by only 2 points, after it has already led the game by 11.
The opponents made a 9-0 run during the last 2:40 minutes.
Throughout the game and up to this point in time, the leading
team played a ‘man to man’ defense tactic.
The last 9 points scored by the opponent team during the last 2:40
minutes of the game, and which minimized the gap between the
two teams, were scored in set offense and not via fast breaks.
Two of the baskets scored were of three points. The season
average of the opponent team from three-point range is 31%, and
in the current game they scored 7/18 (38%) from that range.
Your team is very familiar with the ‘man to man’ defense tactic or
with the 3-2 zone defense. 3X2
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Now let’s move on to a second scenario

As in the previous scenario - Imagine you are an applicant for a
competitive position of a basketball coach in a top basketball club.
You have reached the last stage of the examination procedure, in
which you were asked to watch a video of a semi-final basketball
game you are not familiar with, during the last critical minutes of
the game.

The video has stopped and you must decide what you would have
done, if you were the teams coach.

Take into account that the judges, whom are watching together
with you, know what the outcome of the game was and will judge
you according to your decision and the outcome




At this stage the coach of the leading team takes a time-out
and he’s thinking weather to stay with man to man or switch
to zone.

Before we end we would like to ask you for some demographic
details for statistical purposes only

Had you been the group’s coach, what would you have
chosen to do?
A. To stay with the ‘man to man’ defense tactic

Thank you for your corporation B. To switch to zone defense
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Appendix C — (Hebrew)
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Appendix C — (English)
Without Outcome knowledge

Stage 1

At this stage you need to choose
between to options:
Investing the sum with a

assibility of getting 80 NIs or
P Betng Keeping the 50 NIS
outcome)

20 NIS (50% chance for each

“The sum of money you receive will be equally divided between you and your partner

Preliminary explanation
< In the following experiment there are two
participants: “Investor” and “partner”

“+According to the note you chose, your were
randomly selected to be an investor, and your
partner is in the next room. His role will be
explained later

<At the beginning of this experiment you
receive 50 NIS which are divided equally between

| vou and vour partner — 25 NIS for each plaver |

Stage 3

Your partner can impose a fine of 10 NIS
on your share of the sum that will be

Stage 2

At this stage we will inform your partner
what you have chosen and the outcome of

Even if you do not choose to invest, we will
conduct the lottery and it’s outcome will
be revealed to you and your partner,
however will not apply to the final sum

received, if he is not satisfied the lottery
Stage 5 Stage 4

If you chose to invest, we will conduct the
lottery at this stage and it’s outcome will be
revealed to you and your partner
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Making a decision
Take a few minutes and make your decision

To remind you, your options are:

Investing the sum with a
possibility of getting 80 NIS or
20 NIS (50% chance for each
outcome)

Keeping the 50 NIS

Thank you for you cooporation!
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With Outcome knowledge

Stage 1 Preliminary explanation
< In the following experiment there are two
At this stage you need to choose participants: “Investor” and “partner”
between to options:
/ \ <+ According to the note you chose, your were
randomly selected to be an investor, and your
[nuesiing the sum wain 2 partner is in the next room. His role will be

possibility of getting 80 NIS or
20 NIS (50% chance for each
outcome)

Keeping the 50 NIS

explained later

<+At the beginning of this experiment you
receive 50 NIS which are divided equally between
vou and vour partner — 25 NIS for each plaver

*The sum of money you receive will be equally divided between you and your partner

Stage 3 Stage 2
Even if you do not choose to invest, we will If you chose to invest, we will conduct the
conduct the lottery and it’s outcome will lottery and it’s outcome will be revealed to
be revealed to you and your partner, you and your partner

however will not apply to the final sum

Making a decision Stage 4
Take a few minutes and make your decision At this stage we will inform your partner
what you have chosen and the outcome of
To remind you, your options are: the Iottery.
Investing the sum with @ Your partner can impose a fine of 10 NIS
B Bt o Keeping the SO NIS on your share of the sum that will be
outeome) received, if he is not sattisfied

Thank you for you cooporation!
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Appendix D (Hebrew)
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Appendix D (English)
Without outcome knowledge

With outcome knowledge

Preliminary explanation

In the following experiment there are two
participants: “investor” and “partner”

According to the note you chose, you were randomly
selected to be an investor, and your partner is in the
next room. His role will be explained later.

At the beginning of this experiment you receive 50
NIS which are divided equally between you and your
partner — 25 NIS for each player.

Stage 2

o At this stage we will inform your partner
about your choice.

Stage 3

* Your partner can reward you with 20 NIS on your share of the

sum that will be received, if he is satisfied

Stage 1

At this stage you need to choose between two

options / \

Investing the sum with a
Possibility of getting
80 NIS or 20 NIS (50%
chance for each outcome)

Keeping the 50 NIS

The sum of money you receive will be equally divided
between you and your partner.

Stage 2

o At this stage we will inform your partner
about your choice.

Stage 3

¢ If you chose to invest, we will conduct the
lottery and its outcome will be revealed to
you and your partner.

Stage 4

* Your partner can reward you with 20 NIS on your share of the

sum that will be received, if he is satisfied

Stage 5: Making a decision

¢ Take a few minutes and make your decision.

¢ To remind you, your options are:

Investing the sum with a

Possibility of getting Keeping the 50 NIS

80 NIS or 20 NIS (50%
chance for each outcome!

¢ Thanks for your cooperation!
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Appendix E

Without outcome knowledge (Hebrew)
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Without Outcome Knowledge (English)
Dear student,

This questionnaire includes a number of pages. Please answer page by page, as it is organized,

and don’t’ turn pages or go back to a page you have already answered.
Imagine that you are participating in an experiment and please read the following instructions:

a. Inthis experiment there are two players: an “investor” and a “partner”.

b. Via a note you picked from a box, you have been randomly chosen to play the “investor”.
Your “partner” is waiting in another room and his role will be elaborated shortly. You
won’t see your partner throughout the entire experiment and he/she won’t know who
you are.

c. Inthe beginning of the experiment, you receive 50 NIS which are jointly owned by you
and your partner (25 NIS each).

d. Astheinvestor in the experiment, you need to choose between two options: to keep the
50 NIS or to invest the sum via a lottery with a possibility of getting 80 NIS or 20 NIS (50%
chance for each outcome). Regardless of what you choose, the sum of money that you'll
earn (the sum of money you kept or the outcome of the lottery), will divide equally
between you and your partner.

e. Your partner is aware of the investment options presented to you and awaits your
decision.

f.  After you make your choice, we will let your partner know what you have decided and he
will be allowed to impose a fine of NIS 10 on your share of the sum that will be received,
if he is not satisfied.

g. If you chose to invest the sum, we will conduct a lottery and its outcome will be revealed
to you and to your partner. The sum you'll earn will be calculated according to the
outcome of the lottery with or without the sanction fine. Note that your partner’s share

of the sum will not be influenced by the sanction decision.

Before you make your decision regarding your chosen option, please answer the questions in

the following pages:

Think again of the two options presented to you in the previous page:
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Let’s assume you chose to invest the sum and to conduct the lottery, to what extent do you

believe that you’ll win?

Please cut the following scale at a point which reflects your feeling regarding your chances to win

the lottery:

| |

I’'m sure | won’t win I am sure I'll win

Please turn to the next page

Please think again of the options presented to you in the previous page.
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Let’s assume you chose to invest the sum and to conduct the lottery, to what extent do you

believe you'll lose?

Please cut the following scale at a point which reflects your feeling regarding your chances to lose

the lottery:

J

| am sure | won’t lose I am sure I'll lose

Please turh to the next page
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Soon you'll be asked to make a choice between the two options presented to you

1. To keep the NIS 50
2. Toinvest the sum via participating in a lottery where there is a 50% chance, you’ll receive

NIS 20 and a 50% chance you’ll receive NIS 80

Remember: Immediately after making your choice. It will be transferred to your partner and he

will be allowed to impose a NIS 10 fine if he won’t be satisfied.

Please mark your preference on the following scale (beginning from 1 — | am sure | will keep the

NIS 50 to 7 — | am sure | will pick the lottery.

Keeping the NIS 50 Lottery

Now, please make your decision, circle only one option:

(1) Keeping the sum of money

(2) Lottery

Please turn to the last page
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Most theories in the field of decision making acknowledge the fact that decisions aren’t usually
made in a vacuum. Personal preferences and knowledge together with the existing circumstances,
influence the decision-making procedure. In order to enable our research about decision making,
we are interested to know a few things about you — the decision maker. More specifically, we are
interested to know whether you take the time to read the instructions. If not, then some of the
results we rely on for our research won’t be correct. Therefore, in order to make sure that you
read the instructions properly, please ignore the following question. Instead of circling one of the
answers, circle the question. Then continue answering the rest of the questions following this

one.
What are your favorite activities that you like to pursue during your free time?

Reading a book Theatre plays Music shows Cinema Team Sports Running Other

Think of yourself. How much do you like taking risks? (as participating in lotteries and gambles)
1 2 3 4 5 6 7

Don't like at all Like very much

Now think of an average student on campus. How much does he like to take risks (as participating

in lotteries and gambles)
1 2 3 4 5 6 7
Don’t like at all Like very much

Before finishing, please fill in some details about yourself. These will be used for statistical use

only.
Gender: male/female  Age: Mother tongue:

Last four digits of personal id:

Thank you very much for your help!
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With Outcome Knowledge (Hebrew)
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With Outcome Knowledge (English)

Dear student,

This questionnaire includes a number of pages. Please answer page by page, as it is organized,

and don’t’ turn pages or go back to a page you have already answered.
Imagine that you are participating in an experiment and please read the following instructions:

h. In this experiment there are two players: an “investor” and a “partner”.

i. Via a note you picked from a box, you have been randomly chosen to play the “investor”.
Your “partner” is waiting in another room and his role will be elaborated shortly. You
won’t see your partner throughout the entire experiment and he/she won’t know who
you are.

j.  In the beginning of the experiment, you receive 50 NIS which are jointly owned by you
and your partner (25 NIS each).

k. Astheinvestor in the experiment, you need to choose between two options: to keep the
50 NIS or to invest the sum via a lottery with a possibility of getting 80 NIS or 20 NIS (50%
chance for each outcome). Regardless of what you choose, the sum of money that you'll
earn (the sum of money you kept or the outcome of the lottery), will divide equally
between you and your partner.

I.  Your partner is aware of the investment options presented to you and awaits your
decision.

m. If you chose to invest the sum, we will conduct a lottery and its outcome will be revealed
to you and to your partner. Then, your partner will be allowed to impose a fine of NIS 10
on your share of the sum that will be received, if he is not satisfied.

n. The sum you’ll earn will be calculated according to the outcome of the lottery with or
without the sanction fine. Note that your partner’s share of the sum will not be influenced

by the sanction decision.

Before you make your decision regarding your chosen option, please answer the questions in

the following pages:
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Think again of the two options presented to you in the previous page:

Let’s assume you chose to invest the sum and to conduct the lottery, to what extent do you

believe that you’ll win?

Please cut the following scale at a point which reflects your feeling regarding your chances to win

the lottery:

| |

I'm sure | won’t win I am sure I'll win

Please turn to the next page

156



Please think again of the options presented to you in the previous page.

Let’s assume you chose to invest the sum and to conduct the lottery, to what extent do you

believe you'll lose?

Please cut the following scale at a point which reflects your feeling regarding your chances to lose

the lottery:

| am sure | won’t lose | am sure I'll lose

Please turh to the next page

157



Soon you'll be asked to make a choice between the two options presented to you

3. To keep the NIS 50
4. To invest the sum via participating in a lottery where there is a 50% chance, you'll receive

NIS 20 and a 50% chance you’ll receive NIS 80

Remember: The results of your choice will be transferred to your partner and he will be allowed

to impose a NIS 10 fine if he won’t be satisfied.

Please mark your preference on the following scale (beginning from 1 — | am sure | will keep the

NIS 50 to 7 — | am sure | will pick the lottery.

Keeping the NIS 50 Lottery

Now, please make your decision, circle only one option:

(3) Keeping the sum of money

(4) Lottery

Please turn to the last page
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Most theories in the field of decision making acknowledge the fact that decisions aren’t usually
made in a vacuum. Personal preferences and knowledge together with the existing circumstances,
influence the decision-making procedure. In order to enable our research about decision making,
we are interested to know a few things about you — the decision maker. More specifically, we are
interested to know whether you take the time to read the instructions. If not, then some of the
results we rely on for our research won’t be correct. Therefore, in order to make sure that you
read the instructions properly, please ignore the following question. Instead of circling one of the
answers, circle the question. Then continue answering the rest of the questions following this

one.
What are your favorite activities that you like to pursue during your free time?

Reading a book Theatre plays Music shows Cinema Team Sports Running Other

Think of yourself. How much do you like taking risks? (as participating in lotteries and gambles)
1 2 3 4 5 6 7

Don't like at all Like very much

Now think of an average student on campus. How much does he like to take risks (as participating

in lotteries and gambles)
1 2 3 4 5 6 7
Don’t like at all Like very much

Before finishing, please fill in some details about yourself. These will be used for statistical use

only.
Gender: male/female  Age: Mother tongue:

Last four digits of personal id:

Thank you very much for your help!
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